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ABSTRACT

We have investigated the properties of several surface systems using the newly 

formulated Projector Augmented Wave (PAW) method. The ground state geome

tries of the GaAs(100)-c(4x4), GaAs(100)-c(2x2), and Si(001)-(2xl) surfaces are 

determined using this method and are found to agree well with experiment and 

previous calculations. For the GaAs(100)-c(4x4) surface, the total energy surface 

for a lone Ga adatom propagating along the surface is calculated. Based on this 

data we have identified three relatively stable adsorption sites. In order of increas

ing energy these sites are (I) the center of the missing dimer position, (II) between 

the dimer rows and adjacent to a center dimer, and (III) between the dimer rows, 

adjacent to an edge dimer. The surface diffusion activation energies have also been 

identified; the smallest activation energy is 0.14 eV while the largest is 0.46 eV. 

Monte Carlo simulations incorporating these data indicate that diffusion on this 

surface is essentially isotropic. This isotropy is due to the effect of a deep well at 

site I, which effectively controls diffusion in both the x- and y-directions. PAW- 

baaed calculations of the local density of states (LDOS) for a  Si(001)-(2xl) surface 

are also presented. The up and down atoms of the buckled dimer axe plainly evident 

in the LDOS curves. Finally, the results of the first ever PAW based calculation of 

optical properties is presented for bulk GaAs and Si. Agreement with experiment 

is good, and the f-sum rule is satisfied to within a few percent.



Thuong tâjig Yen Van, ngiiôi vçf yen giau cùa tôi
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CHAPTER 1 
INTRODUCTION

1.0 A dvertisem ent

The focus of this work is the exploration of the physics of semiconductor sur

faces via theoretical means. More specifically, we have conducted a series of ab-initio 

theoretical investigations into the electronic properties, structural zispects, and dif

fusion mechanisms of three such surfaces.

We began our study with a determination of the ground state geometries of 

the GaAs(100)-c(4x4), GaAs(100)-c(2x2), and Si(001)-(2xl) surfaces. Next, for the 

GaAs(100)-c(4x4) surface an intensive and computationally demanding calculation 

of the diffusion characteristics of a lone Ga adatom was conducted. This calculation 

gives us a unique glimpse of the microscopic processes that govern the motion of 

atoms on a surface. For the Si(001)-(2xl) surface, a calculation of the local density 

of states was performed. The results of such calculations have special promise in 

the field of surface physics in that they can be used to interpret ̂  scanning tunneling 

microscopy data and thereby increase the utility of STM.

The rationale for conducting this research is two-fold. First, as the dimensions
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of semiconductor devices continually decrease, the need for a better understanding 

of the processes that occur on surfaces during the growth of such devices becomes 

increasingly acute. Second, from a basic science perspective, the complex and lit

tle understood physics seen on semiconductor surfaces offer the researcher an irre

sistible target. W ith this in mind, we have employed the newly developed Projector 

Augmented Wave (PAW) method^ to probe these surfaces. The PAW method is a 

powerful new technique that combines the best features of the pseudopotential^ and 

LAPW methods^’̂  with none of their disadvantages. Implemented in terms of the 

highly eflBcient Car-Parrinello®’~ molecular dynamics algorithm, the PAW method 

is capable of the high speed that is required to handle the large and unwieldy 

structures dealt with in this study.

Due to the large size and complicated physics of surface systems, the computa

tional demands of these calculations are severe. However, the payoff is well worth 

the cost. Theoretical techniques like the ones used here can probe surfaces in ways 

that are well beyond the capabilities of even the best experimental techniques.

In addition to all this, we have expanded the utility of PAW beyond ground 

state calculations by implementing the first ever PAW optical code. As yet, no 

surface calculations have been performed using this new code. However, the results 

of our test calculations on bulk GaAs and bulk Si are extremely promising.

1.1 Overview of the Thesis

Chapter 1 introduces the theoretical techniques and physical systems that ap

pear in this work. Additionally, the connection between this work and the growth 

and characterization of thin films is made explicit.
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Chapter 2 gives a detailed discussion of the Projector Augmented Wave method.^ 

The first five sections are devoted to a low-level explanation of density functional 

theory (DFT)® and the related local density approximation (LDA).^’̂ ® The remain

ing four sections introduce the PAW formalism. After a motivational explanation 

for the form of the PAW wave function ansatz is given, the PAW forms for the total 

energy Ej' ,  the electron density n (r  ), and the Hamiltonian and overlap operators 

are derived.

Chapter 3 gives the specifics of the calculations of the ground state geometries 

of the GaAs(100)-c(4x4), GaAs(100)-c(2x2), and Si(100)-(2xl) surfaces. Detailed 

diagrams of the geometries along with 3-dimensional perspective drawings of the 

systems are given.

Chapter 4 presents the calculated diffusion data for a Ga adatom on a GaAs( 100)- 

c(4x4) surface. This data is in the form of a potential energy surface for an isolated 

Ga adatom as a function of x-y position. Similar calculations have been performed 

by other groups for reconstructions on Si(OOl)^^ and GaAs(lOO)^^’̂  ̂ In principle, 

this energy surface contains all the essential physics of Ga adatom diffusion for this 

surface. The bonding sites and activation barriers axe identified, and the results of 

a lattice Monte-Carlo^"^ simulation are presented.

Chapter 5 begins with a derivation of the Tersoff-Hamann^ approximation of 

the scanning tunneling microscope (STM) tunneling current. In this approximation 

the local density of states is trivially related to the STM tunneling current. The 

relationship between the local density of states and scanning tunneling spectroscopy 

is also given. The chapter ends with the presentation of the local density of states 

data for the Si(100)-(2xl) surface cis calculated using PAW.

3



Chapter 6 begins with a derivation of the PAW form of the optical transition 

matrix and ends with a presentation of the calculated optical data for bulk GaAs 

and bulk Si.

Chapter 7 presents the conclusions and suggests possible directions for new 

research.

1.2 The PAW M ethod

In this work we used the newly formulated Car-Parrinello Projector Augmented 

Wave (CP-PAW) molecular dynamics method to investigate the properties of several 

physical systems. This method combines the best aspects of the leading ab-initio 

electronic structure methods such as the pseudopotential^ and the linear augmented 

plane wave'^’̂  methods (LAPW) with none of their disadvantages. Like the LAPW 

method, the PAW method is capable of treating all elements, even those with d- 

or f- orbitals in the outer shell. Further, since PAW is an all-electron method 

(like LAPW), the core wave functions are naturally included in the calculations. 

Like the pseudopotential method, forces are easily calculated. Thus, PAW has all 

the capabilities of LAPW and the pseudopotential methods. Indeed, PAW can 

be viewed as the natural generalization (and improvement) of the two previous 

methods. This method has previously been tested and used to study a number of 

physical systems.

1.3 Practical M otivation: M BE

To guide the development of thin film growth technology, a number of groups

4



have made theoretical studies of vapor phase e p i t a x y . S a d l y ,  most of the mod

els require the knowledge of a large number of input parameters whose precise 

values axe difficult to determine via experiment. For example, lattice Monte Carlo 

simulations typically require that the desorption, adsorption, and surface diffusion 

energetics be fairly well understood at the atomic level. However, the exact val

ues of the relevant activation energies are generally not known accurately. In the 

absence of good experimental data, Monte Carlo theorists often resort to rough 

approximations designed to produce a final simulation which is in reasonable agree

ment with the known growth morphology. As a result, current lattice Monte Carlo 

simulation programs are entirely incapable of producing quantitative predictions 

and are only useful as qualitative guides. On the other hand, such techniques 

are quite capable of modeling, however imprecisely, the MBE deposition of several 

complete monolayers.

One of the purposes of this study is to improve the state-of-the-art of simula

tions of MBE growth by using ab-initio techniques to generate diffusion parame

ters. Hopefully, improvements in MBE simulations will eventually translate into 

improvements in MBE growth techniques. Unfortunately, ab-initio simulations, 

while capable of high accuracy, are so computationally demanding that only very 

small systems can feasibly be studied. Therefore, rather than attempt an actual 

simulation of growth via these techniques, we will adopt a more cautious strategy 

and merely calculate the self-consistent potential energy surface for a single isolated 

adatom. An analysis of this data will yield the diffusion characteristics in the di

lute case. More ambitious calculations involving multiple adatoms can always come 

later.

5



1.4 Practical M otivation: Surface Characterization

In addition to improving MBE simulations, PAW has the potential to aid in the 

interpretation of surface chaxacterization data. In particular, we have used PAW 

to generate the surface local density of states, which can be used to interpret STM 

data. Based on early bulk tests, PAW also shows promise as an optical probe.



CHAPTER 2 
AN INTRODUCTION TO THE 

PROJECTOR AUGM ENTED WAVE METHOD

2.0 A dvertisem ent

The PAW method is designed to allow easy calculation of the electronic struc

ture of molecules and solid state systems. Additionally, PAW can be used to 

find inter-atomic forces and perform molecular dynamics simulations. PAW, like 

LMTO^®’̂  ̂ and LAPW,''’̂  is an all-electron method and, as such, accurately cal

culates the electronic wave functions in all regions, including the core region. In 

this chapter we will outline the basics of the this method.^ The first four sections 

will deal with the basics of density functional theory, upon which PAW is based, 

while the remaining sections will give the specifics of the PAW method. Since this 

chapter is intended for the widest possible audience, some may find the treatment

 ̂ Here and throughout the thesis, we will use atomic units. In this unit system 
h = me =  e =  1 and the kinetic energy operator is simply — rather than the
usual — The unit of energy is the Hartree : 1 Eg =  % 27.2116 eV.
The unit of distance is the Bohr : ag =  {k/e)^ lme  =  0.529177 Â. The unit of time 
is the (nameless) constant tq =  A/Eg =  2.418 x 10“ ^̂  sec. The unit of mass is the 
mass of the electron : mg =  9.1094 x 10~^^kg.



a little elementary. Readers familiar with ab-initio calculations may wish to skip 

ahead to section 2.5.

2.1 Foreshadowing

In principle, an investigation of the electronic properties of a solid state sys

tem should begin with the Schrodinger equation for the N-particle wave function^ 

| ^ n , f 2, . . . , r V ) ) :

HW  = f  + i  E  ^ 1 » )  = |̂»>- (2 »
1 = 1  R

However, through a series of approximations and simplifications we will reduce this 

many-electron equation to a much simpler form. First, we will use density functional 

theory (DFT)® to formally transform the many-electron equation to a one-electron 

equation. Within the DFT formalism, the local density approximation (LDA)®’ ®̂ 

will be used to simulate the effects of exchange and correlation in a computation

ally feasible way. Next, we will expand our wave function in terms of a set of 

non-orthogonal basis functions and thereby transform the differential Schrodinger 

equation into a system of linear algebraic equations. This set of equations can then 

be solved using any one of a number of different techniques (matrix diagonaliza- 

tion,^ steepest descents, conjugate-gradient,^^ etc.). In the present implementation, 

the Car-Parrinello®’̂  method is used to find the self-consistent ground state while

 ̂ Here and throughout the thesis we shall make extensive use of the Dirac bra-ket 
notation. In this notation, a wave function in real space is written as ^ ( r )  =
(rl'P) and its complex conjugate as ('F|r^. The ket version of a plane wave 
is simply |&) and an expansion of |'I') in terms of plane waves is written as |^ )  =
E g

 ̂ If the basis set is orthogonal, then the problem reduces to the standard matrix



standard m atrix diagonalization is used during the calculation of the density of 

states, the local density of states and the dielectric function.

After discussing the general form of DFT-LD.A calculations and the special com

plications introduced by a non-orthogonal basis set, we will proceed to a discussion 

of the specific features of PAW. First, a rationale for the general form of the PAW 

wave function will be presented. Next, the PAW forms for the electron density 

n(r ), the effective potential V^g{r), the Hamiltonian /f , and the total energy Ej" 

will be derived.

2.2 The One-Electron Equation: DFT-LDA

Like many other ab-initio methods, PAW is defined within the context of density- 

functional theory (DFT) and uses the local density approximation (LDA). Density 

functional theory rigorously maps the ground state of an interacting electron gas 

onto the corresponding ground state of a system of non-interacting electrons moving 

through an effective potential ). In principle, if Vg^r ) is known to arbitrary 

precision, then it is possible to calculate the correct total energy, including the 

exchange and correlation energies, via the one-electron Hamiltonian H  =  -t-

The potential Vgff(f) can be divided into three parts. The first part, usually 

referred to as the external potential^^ is merely the potential V{oni^) felt by an

eigenvalue problem He = Ec. In the non-orthogonal case, the generalized matrix 
eigenvalue problem results: He =  EOc. Here O is the overlap matrix. This equa
tion can be transformed via Cholesky decomposition into the standard problem. 
Once this transformation is done, the solution can be found using any convenient 
eigenvalue subroutine package.



electron due to the presence of the lattice ions^ located at the atomic coordinates 

{R}. Generaily, Vfon(^) manifests itself as an equation of the form

Vionin = R)^ Y ,  ’’«lomiAlP- R\)Yr(fR), (2.2)
R R,l,m

where

=  0 # '
With certain modifications, this is how the term appears in the PAW formalism.

The second part of V^g{r) is the electrostatic potential (the Hartree potential) 

due to the electrons. If n (r ) is the total electron density at point ( f  ) given by

" ( f )  =  ^  / i i^ i ( r  )P , (2.4)
states t

where /,• is the occupation of the state with the one-electron wave function # ,( r  ). 

then this potential is given by

^Hartreeir) =  /  j j,. d^r'. (2.5)
J v  |r  -  r'\

The final part of the complete potential, and the most difficult to calculate 

exactly, is the exchange-correlation potential. This quantity is defined formally as 

the functional derivative of the exchange-correlation energy E xcb^i^)]  ■

( 2 .6 )

The exchange-correlation energy functional is in turn defined formally as the dif

ference between the true total energy and the Hartree energy. We can implicitly 

define the exchange-correlation energy per electron c%c(r ):

^E xc\n{r)]  5 [n (r)e x c (r)]
Sn{f )  dn{ f ) (2.7)

 ̂ Actually, the external potential contains any static term that cannot be written as 
a function of the electron density.

10



The main point of density functional theory is that the total energy of an 

electron gas including the exchange and correlation energies is a unique functional 

of the total electron density. Having introduced the various potentials as well as 

the exchange-correlation energy, we are now in a position to write down the full 

total-energy functional:

£ T l{ « iiÀ } I=  Y .  / « (  / 'K „ , ( f W r ) A
occupied states

+  j /  +  E x c W ) \  +  £ . . , n - , o „ ( ( f i } ) .

(2.8)

The term £’jon-ioTi({^}) in this equation is simply the energy of interaction between 

the lattice ions.

In principle, density functional theory will always yield the true ground state as 

long as Vgff{f) is known exactly. In practice however, the determination of V x c i^ )  

is usually beyond our capabilities, and we must resort to approximations such as 

the local density approximation (LDA). In the local density approximation, it is 

assumed that the exchange-correlation potential at a point f  depends only on the 

electron density n ( f )  at that point. To elaborate, if the electron density at point 

r  within an inhomogenous electron gas is n(r ), and t x c i f )  is the corresponding 

exact exchange-correlation energy per electron, then the exact exchange-correlation 

energy for the entire system is simply

)] =  J  (2.9)

If we now substitute the exchange-correlation energy per electron for a homogeneous 

electron gas e^°^(n) for the corresponding term ) for an inhomogenous gas,

we arrive at the local density approximation (LDA) for the exchange-correlation

11



energy:

Ek'è^W )\ = J  (2.10)

Hereafter, the superscript “LDA” in E ^ ^^ \n {r ) \  will be omitted.

2.3 The Kohn-Sham Equations: Self-Consistency Loop

The Hamiltoniaji H, the effective potential V^g{f), and the electron density 

n{r)  are related by the Kohn-Sham equations:

H =  - i v 2  +  V ,^ f )  C2.ll)

=  Kon(^) +  ^Hartreeir) +  V x c i ^ )

=  V i^ { r )  +  f  +  K Y c("(r )).J v  |r -  r 'l

'> (?)=  E  )l^. (2.1.3)
I occ states

Given these relationships, the solution of the system must be determined via a self- 

consistency loop. Since the computational demands of the solution of the Hamilto

nian are severe, the method used to reach self-consistency must be both swift and 

robust. Over the years, a great deal of effort has been expended in the search for

better and faster methods of getting to the self-consistent ground state.^^ In the

current implementation of PAW, the ground state is found using the Car-Parrinello 

m e t h o d . I n  this method, the physical system is described in terms of a fic titious 

Lagrangian:

^ (2.14)

states i,j
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In the equation above, the wave functions are considered to be classical fields 

and is simply the time derivative of 'P,-. The A,j in the last term of (2.14) are 

the Lagrange multipliers which insure that the 'P,- remain orthonormal. Given this 

Lagrangian, the equation of motion for the occupied electronic wavefunctions is

+  Ç  A ÿ ^ j( f ,f ) . (2.15)
j

The corresponding equation of motion for the nuclei at R j  is

-Z Q E'v

where the F is the force acting on the nuclei. The associated equation of con

straint (due to orthogonality) is

J  $?(r,f)\P,.(r,()d3r =  6fj. (2.17)

The equations of motion (2.15) and (2.16) are integrated numerically using the 

Verlet algorithm. Specifically, if A is the integration time step, the position of the 

/th  ion at time t is

R[{t) =  2R[{t — A) — R[{t — 2A) — F^^{t — A ) ^ j  . (2.18)
R[

The corresponding equation for the zth wavefunction at time t is

A 2
1^,(0) =  2 |$ ,(< -A ))  -  |'P ,((-2 A )) -  - A ) )  + Y ^  A |$ j(f -  A)

(2.19)

The principal advantage of the Car-Parrinello method is that it can simultaneously 

optimize both the ionic and electronic coordinates.

13



2.4 The Generalized M atrix Eigenvalue Problem

Through the use of DFT-LDA, we reduce the complicated many-body Harail- 

tonian to a simple one-electron Hamiltonian operator:

H = - i v 2  +  V ,^ f )  =  -  j V 2  +  +  V x c i n  (220)

Once DFT-LDA has been invoked and we have created our one-electron Hamilto

nian operator, we are ready to transform our differential operator H  into the form 

of a matrix operator H.  We do this by introducing an ansatz for the wave function 

^ ( r  ) in the form of a simple expansion in terms of a (currently unspecified) basis 

function set { a j { f ) ; j  =  I . . . 00}:

=  (2 .2 1 )
j

Notice that these basis functions need not be orthogonal. There is really only one 

constraint on the choice of the basis functions: it must be possible to represent 

the complete wave functions well using only a small subset {aj { f ) ; j  =  1 . . .  A'̂ } of 

the original infinite set {aj { f ) ; j  =  1 . . .  00}. Of course, the definition of “small” 

depends mostly on the capabilities of the computer on which the calculation will 

be performed. In our case, a simulation of bulk Si or GaAs will involve a basis 

set containing a few hundred elements. Written in terms of the truncated non- 

orthogonal basis set {aj { f ) ] j  =  1 . . .  A }̂, the Schrodinger equation reduces to a 

generalized matrix eigenvalue problem: sequentially,

/ / |^ „ )  = E „ i^ „ ) ,  (2.22)

H  E  ; (2.2-3)
J j

14



Cj „|ay)] — En  cy „(a,-|ay), (^--4)
j  J

Ç  C j , n { ^ i \ H \ a j )  =  E n ' ^  Cj;„(a,|ay). (2.25)
j  j

Denoting an element of the Hamiltonian matrix as Hij =  (a ,|/f |ay), an element of

the overlap m atrix as 0,-y =  (a,|ay), and Cn{j) =  cy n, we can write the Schrodinger

equation in m atrix notation:

H c n  =  E n Ô c n .  (2.26)

This equation can be transformed into the standard symmetric eigenvalue problem 

via the Cholesky decomposition:

Ô  =  (2.27)

where Z is a lower triangular matrix and is its Hermitian adjoint. Replacing O 

by its Cholesky decomposition and multiplying by L ~ ^ ,  we get

L ~ ^ H c n  =  E n V c n .  (2.28)

If we then insert identity in the form of L ~ ^ L  and regroup the terms, we get

=  E n  ( l ^ C n )  . (2.29)

Equation (2.29) now has the same form as equation (2.26) and can be solved using 

any standard eigenvalue subroutine package.

Notice that if the set {ay(r );y =  l..jV} were orthogonal the Ô matrix would be

unity and the usual symmetric eigenvalue equation would result. However, as we

shall soon see, the PAW basis set is generally non-orthogonal.
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2.5 The PAW Wave Function: M otivation

To summajize the previous three sections, first we used density functional the

ory together with the local density approximation in order to map the intrinsically 

many-body solid state problem onto the much simpler one-electron problem. Sec

ond, we approximated the eigenfunctions of the system as expansions in terms of 

a truncated basis set. The final result should be a generalized matrix eigenvalue 

problem of reasonable size. However, if the set {ay(f ); j  =  L.Af} is not well chosen, 

then a large basis set will be required and the size of the Hamiltonian and over

lap matrices will grow beyond manageable proportions. Obviously, the key to an 

efficient calculation of the electronic structure lies in finding a good basis set.

From a naive point of view, the solution of the one-electron problem should be 

fairly simple. Unfortunately, this is not so. The basic problem with calculating 

the electronic structure of real systems is not the complexity of the Schrodinger 

equation, which really isn’t that complex. Neither is it tha t the Coulomb divergence 

at the atomic nuclei is intrinsically difficult to handle; in the proper coordinate 

system (spherical) the solution is simple. The real problem is that the potential (or 

conversely, the wave function) has radically different character in different regions.

As shown in Fig. 2.1, near the core the potential V^g{f)  is distinctly atomic-like, 

exhibiting pronounced spherical symmetry and possessing a Coulomb divergence at 

the nucleus. Away from the nucleus, in the chemically active bonding region, the 

potential is much smoother and mirrors the symmetry of the complete system. 

If not for the presence of the deep atomic potentials near the core regions, the 

wave functions could be conveniently expressed in terms of plane waves. Since the
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TOTAL POTENTIAL and PLANE WAVE PART

10 10 *

F IG U R E  2.1 Complete self-consistent potential (lower surface) and PAW 
“interstitial” potential (upper surface). The lower surface in this figure is the 
complete self-consistent potential V^yy^(x,y, z =  0) of Si in the plane of one of 
the faces of the conventional cubic unit cell, as calculated by PAW. The x- and 
y-positions are given in units of Bohr. The potential is in units of Hartrees. 
There are atoms at positions (0,0), (10.26,0), (0,10.26), (10.26,10.26), and 
(5.13,5.13). The presence of these atoms is made obvious by the deep potential 
wells at these positions. These deep wells are in sharp contrast to the relatively 
smooth interstitial region between the atoms. The upper surface is the PAW 
“interstitial” potential. For clarity, this potential has been shifted upward 
by 20 Hartrees. The complete potential is formed by a superposition of the 
PAW interstitial potential and the PAW atomic and pseudo-atomic potentials. 
Outside the augmentation spheres, which have a radius of 2 Bohr in this case, 
these potential surfaces are identical.
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symmetry of the potential is so different in these two regions, no single coordinate 

system (or conversely, no single type of basis function) can reasonably be used in 

all regions. Two basic strategies have been employed to get around this problem.

In the first strategy, known as the pseudopotential method,^’̂  ̂ the actual 

atomic potential is replaced with a “pseudopotentiai” which is designed to have 

the same electron scattering properties as the original potential but lacks the in

convenient coulomb divergence of the original. A Hamiltonian formed using these 

pseudopotentials in place of the true potentials will have wave function solutions 

that can be easily expressed in terms of a relatively small plane waves basis set. Of 

course, this “pseudo” wave function differs markedly from the true wave function 

in the region near the atomic center.

The second strategy is usually referred to as “augmentation.” PAW, like LMTO^^ 

and LAPW,"^’̂  is constructed in the spirit of the augmentation strategy. In these 

methods, the complete wave function ^  is formed from a piecewise continuous and 

differentiable combination of atomic-like wave functions, which accurately represent 

the wave function in the region near the atomic center, and smooth “interstitial” 

functions, which are suited to the behavior of the wave function in the region 

between the ionic cores. The resulting wave function accurately represents the 

behavior of the true wave function, even in the core region.

2.6 The PAW Basis Set

Peter Blochl. the inventor of PAW,^ conceives of his method as a means by 

which the original Hamiltonian H  is mapped, via a linear transformation T,  onto
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a more easily solved pseudo-Hamiltoaian :

T ^ H T  = H^P^\ (2.30)

In the seminal paper on the method^, PAW is introduced and explained using this 

transformation T as a starting point. While such a derivation may have certain 

formal advantages, it lacks an intuitive feel. Therefore, we will introduce the method 

via a consideration of the PAW wave function ansatz.

PAW begins by dividing up space into two separate regions. The first region 

(for historical regions, known as the “augmentation” region) basically consists of 

the core regions of all the atoms in the system. The second region (the “interstitial” 

region) consists of the remainder of the system.

Augmentation region: detailed definition

Each atom in the system is enclosed within its own nucleus-centered augmen

tation sphere, and these spheres taken together are referred to as the augmentation 

region. While there is no precise numerical formula for the radii of these spheres, 

there axe some broad guidelines. At the very least, the radii of these spheres are 

chosen small enough so that no overlap between neighboring spheres occurs. In 

addition, the radii should be small enough that the wave functions enclosed re

tain a pronounced atomic-like quality. Further, the effective potential within these 

regions should possess a high degree of spherical symmetry. On the other hand, 

the augmentation radii must not be made so small that the deep potential found 

within the core region begins to seep out into the interstitial region. In prac

tice most atoms have augmentation regions with radii that are slightly smaller 

{^augmentation ~  -^^covalent) than their covalent radii.^ For Ga and As, this means 

t As for the covalent radii themselves, the values listed in any standard table
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the augmentation radii are on the order of 2 Bohr (% 1.06 Â). It should be noted 

that the PAW augmentation region corresponds closely to its LMTO and LAPW 

namesakes, as well as to the “core” region mentioned in pseudopotential theory.

Interstitial region: detailed definition

The interstitial region simply consists of all points outside the atomic augmenta

tion regions. The potential within this region should be smooth and should possess 

the symmetry of the complete system. In PAW, the potential and wave functions 

in this region are represented in terms of plane waves. In this context, a “smooth” 

potential may be defined as one having Fourier components with spatial frequen

cies no greater than around 5.5 Bohr~^, corresponding to a plajie wave with kinetic 

energy < 15 Hartrees.

Preliminarv ansatz

Once we have divided our system into augmentation and interstitial regions, we 

are ready to formulate a preliminary ansatz. Within the augmentation spheres, the 

natural choice for the basis functions is the set of atomic eigenfunctions =

These functions satisfy the standard DFT-LDA version of the 

Schrodinger equation for an isolated atom at the origin:

(Sargent-Welch, etc.) can generally be used with good results. After subsequent 
test calculations, it may be discovered that the original rang is not workable. In 
that event, a new Vaug is chosen and a new set of test calculations is run to test 
the new raug- This process repeats until a reasonable value of raug is found. The 
same is true of any other parameter used in the PAW basis set. The point is that 
the prescription given in this section should not be followed too rigidly. Rather, the 
researcher should treat these rules merely as a set of broad guidelines.
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Here all operators and wave functions^ are written in terms of spherical coordinates, 

and the self-consistent atomic potential V ^ p \ r )  is calculated within DFT-LDA. 

Note that the energy Erj need not correspond to a bound state of the atom.^ Ex

plicitly, we expand the complete wave function for band n and wave vector

k within the augmentation region centered on an atom at R  as:

1̂  ^{augmentation) _

=  ( , 3 „ )

In the interstitial region, the wave function is expanded in terms of plane waves:

=  ! < % ')  =  E  (2-33)
G

Plane waves aren’t the only choice possible, but it is the choice used in the current 

implementation of PAW. The complete wave function for a multiple atom system 

can be written as

^  ^n inside interstitial region

V  a ”’* -(r  — R) inside augmentation spheres
L i,m,q,R

 ̂ Occasionally the rather cumbersome set of wave function indices will be
represented by a collective index, usually denoted as i or j .  Where space permits 
and clarity is unhindered the full set {l,m,rj} will be used.

Î In fact, in some cases it may be necessary to calculate a number of at several
different energies Erj for a given I. In this way, we can insure the completeness 
of the basis set in the augmentation region. However, often one per /
suffices, at least for ground state calculations. In any case we adjust the E ^ s  so
that the resultant form a complete and swiftly convergent basis set in the
augmentation region.
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At first glance, this ansatz seems fairly reasonable. However, we need to make 

some modifications before we arrive at something that can be used in a practical 

scheme. First of all, we need to insure that the complete wave function is con

tinuous and differentiable across the augmentation-interstitial boundary. Second, 

we need to find a clever way of making the plane wave part of the wave func

tion identically zero inside the augmentation spheres. PAW accomplishes these 

tasks via the introduction of two new classes of functions: the pseudo-atomic wave 

functions and the projector functions (Ip, 5)} . The combined set

the PAW “atomic setup”.

Pseudo-atomic wave functions ^^1)
----------------------------------------------

The pseudo-atomic wave functions must satisfy certain conditions. First, they 

must satisfy the standard DFT-LDA version of the Schrodinger equation for an 

isolated pseudo-atom: ^

(2.35)

Second, inside the augmentation spheres, it must be possible to represent the plane 

wave expansion in terms of the pseudo-atomic wave functions:

|0(^p^)) =  a” ’̂  (inside augmentation). (2.36)
n ,k  ^  _ l,m,T},R' l ,m ,T),R '

l ,m ,j] ,R

Third, for each g) with eigenenergy En there must be a corresponding
l ,m,T),R

 ̂ The pseudopotential **^ (̂r) differs from the true V ^ p \ f )  used in (2.31) only

inside the augmentation sphere. At the boundary, ^ ^ \ f )  and match

continuously and differentiably. Inside the augmentation sphere, is

much smoother than and lacks the Coulombic divergence at the nucleus.
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|^(ps a t \  the same En. Fourth, outside the augmentation sphere
I yTTt̂ TjjIi

|^(ps a<). _  \ (outside augmentation). (2.37)

Table 2.1 summarizes the properties of the atomic and pseudo-atomic wave func

tions.

i c : « )

satisfies... 

augmentation:

interstitial: \< Z .^ )  =  I C S )

z  =  \ < n

I C S )  =  i C „ « )

TA B LE 2.1 Summary of the properties of and and their
relationships with each other as well as with the total wave function ^)

and the plane wave part The equations listed in the left column

(from top to bottom) are equations (2.31), (2.32), and (2.37). The equations 
listed in the right column (from top to bottom) are equations (2.35), (2.36), 
and (2.37).

Armed with this new set of functions ^s)}) we can now write the PAW

ansatz as

+
(2.38)

l,m,r],R

,{p s -a t) .  _  u(a<)In the interstitial region \<f>, s) =  ^  and, therefore, the complete wave

function reduces to

(2.39)
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Likewise, in the augmentation regions,

|^(^-^)) =  a” ’* **5 ) (in augmentation region) (2.40)
l,m,r],R

and so here the total wave function reduces to

l,m,T},R

To summarize, a simple superposition of the plane wave function and

the set of pseudo-atomic ajid atomic wave functions -)} yields

a. complete wave function ^) which is composed exclusively of plane waves in 

the interstitial region and exclusively of atomic wave functions in the augmentation 

(core) region.

Proiector functions Id, x )
 '------------------------------------------------- '^l,m ,r],R '

In order to use the PAW ansatz we must construct a practical method for de

termining the coefficients a” ’* In “augmentation” methods, such as LMTO
l,m,T},R

and LAPW, a similar problem occurs. In these methods, the wave function in

side the augmentation region is expanded, just as in PAW, in terms of atomic 

(or atomic-like) orbitals. In these methods the coefficients in this expansion are 

found by matching value and derivative of the augmentation and interstitial wave 

functions at the augmentation-interstitial boundary. The result is a continuous 

and differentiable wave function which satisfies the Schrodinger equation in all re

gions. Unfortunately, the mathematical machinery involved in insuring that the 

total wave function be properly formed is rather involved. PAW uses an alterna

tive method that is formally simpler and avoids some of the pitfalls of the LMTO 

and LAPW methods. In PAW, there is no explicit matching of wave functions at
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the augmentation-interstitiaJ boundary. Instead, the expansion coefiBcients 

are found by evaluating the overlap integral between the interstitial wave function 

and the “projector” function Ip, 5):

(2- « )

The projector functions are essentially mathematical constructs which form a con

venient bridge between the augmentation and interstitial regions. Unlike the atomic 

and pseudo-atomic wave functions ~) and the projector functions

have no obvious physical interpretation and so are diflBcult to motivate. However, 

their place in the PAW formalism should become clearer in the discussion that 

follows.

The projector functions are defined to satisfy three conditions. First, for 

each pair -), ^5 )} there must be a corresponding projector functionl̂ TTlyTJyii,
Ip, p ). Second, the pseudo-atomic and projector functions must together satisfy 

the PAW “completeness” relation:

Z  <2-«)

Finally, these functions must satisfy the PAW “orthogonality” relation:

(Pl,m,r]\^l>^rn',rf ) “  ,m',rf ■ (“ -4 4 )

If we expand the plane wave part of the wave function in the augmentation
n,k

region using (2.43), the result is

Aps-at)^ {PW). _  S r  , . (PWX.Aps-at ) ,

l,m,Ti,R
(2.45)
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Now recall equation (2.36):

|r/»(^-^)) =  ^  a " ’̂  **5 ) (inside augmentation), (2.36)

If we compare the two equations (2.45) and (2.36), then it becomes obvious that

the expansion coefiBcients a”’* - axe given by the overlap integrals between the

interstitial wave function and the “proiector” functions Ip, 5):' n,k ' '^l,m,ri,R'

Finally, we can write down the complete PAW wave function:

I*.;) = i< T ')
(2.46)

+ E j w ' c n ' w - i c i >
l,m,r],R

The structure of the PAW basis set is summarized in Table 2.2.

2.7 Construction of °^)), “̂ )̂, and jp)

Before we move on to the derivations of the PAW formulas for the electron 

density, total energy, etc., we briefly specify the construction of the PAW basis 

set.

In this section, all atoms are assumed to be at the origin and so we will omit 

the position vector R  in the set of wave function indices: {/,m,7/,Æ} —» {/,
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=  : (2.43)

augmentation:
I f Tn f j f  f i x

i< 7 > ) = e(, t i i f t j  »xt

interstitial: '«»,£> =  (2 39)

<2.37)

everywhere:
I * . ; )  =  i < 7 ' )

<'2 «>

TABLE 2.2 Summary of the properties of “^i), and |p, 5)
and their relationships with each other as well as with the total wave function 
1̂ ^  and the plane wave part

Formation of the initial atomic wave functions , )

The first step in the construction of the basis set is the calculation of the atomic 

wave functions; We do this by solving the Schrodinger equation for an

isolated DFT-LDA atom in its ground state:

I - ■ (2.35)
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In the current implementation, only valence states are retained in the basis set; in 

the spirit of the “frozen core” approximation, core states enter the PAW calculation 

only as a core electron density At this stage, the initial set includes

only the bound valence states. Later on, if test calculations indicate that the basis 

set formed from just the bound states is incapable of accurately reproducing the 

physics of the real atom, then additional states may be added to the initizd set.

Formation of initial pseudo-atomic wave functions r;)

The DFT-LDA atom is used to construct the local pseudopotential 

In the current implementation, a rather simple method for pseudopotential gener

ation is employed. For atoms with d-electrons, we fit an even polynomial of fourth 

order to the self-consistent atomic potential such that outside the augmen

tation radius local) fj-Qm by less than 10“ ® Hartrees. The value

^eff =  0) is set by hand.^ For atoms without d-electrons, the local pseu

dopotential is given by

The values of and A are chosen so that in the interstitial region differs

from by less than 10“ ® Hartrees. Typically the value of A is in the range 3-6. 

For atoms which have a small HOMO-LUMO gap* and for which pseudopotentials

 ̂ Of course, a “soft core” complete with self-consistently calculated core wave func
tions could be used in the PAW method without any formal changes to the theory. 
However, such changes would require significant programming effort and typically 
produce only small changes on the order of 1 meV per atom^® in the final result.

 ̂ Small optimizations of the scattering properties and/or elimination of ghost states 
can be accomplished by adjusting _  q).

* The difference between the energy of the highest occupied molecular orbital (HOMO) 
and the lowest unoccupied molecular orbital (LUMO).
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work well, a low value of A works well.^® For Ga, which fails into this category, 

we use a value for A of 2.5. For As, we use a value for A of 6. Once a value of A 

has been chosen, the value rf. can be determined. Typically, a value of 95% of the 

covalent radius is a good first choice. If local) do not agree outside

the augmentation region, this value can always be decreased. Everything else being 

equal, using a smaller value of A tends to force rj. towards smaller values.

Next we form the nonlocal pseudopotentials

= ^eff +  (2.48)

The initial pseudo-atomic wave functions are the solutions of the equa

tion

1- ■  (W 9)

The values of 6/^  and r îj  ̂ in equation (2.48) are chosen such that the logarithmic 

derivatives of the wave functions, defined as

(2.50)
ro

differ by less than 0.001% at points outside the augmentation region. The cutoff 

radii are particular to each pair {/, »?} and provide a useful extra degree of 

freedom which can be exploited to optimize the pseudopotential. A value of 75% of 

the covalent radius usually works well for the r̂ /̂̂ y’s. In general, we try to use the 

same value for all the rjt/,^’s for a given atom. However, particular wave functions 

sometimes require special treatment. This was the case for the s wave function of As. 

Initially, a value of r^g =  1.3 Bohr was tried for the As atomic setup. Unfortunately, 

this choice resulted in insufficient agreement between and  ̂ outside
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the augmentation region and so rj-g was reduced to 1.2 Bohr. However, the choice 

Tjtp =  r^d =  l.ZBohr was found to be appropriate for the p and d states (see figure 

2.5).

One final point should be emphasized. Everything else being equal, a large 

augmentation region tends to reduce the size of the Hamiltonian matrix used in 

actual PAW calculations. On the other hand, smaller augmentation regions result 

in a PAW atom that more accurately reflects the physics of the original atom. The 

construction of the pseudopotential used to create PAW atomic setups is a complex 

balancing act between these two competing priorities.

Examples of the local and nonlocal pseudopotentials for Ga and As are shown 

in figures 2.2 and 2.3.

Formation of initial projector functions \Pinit;l,m,r])

Apart from satisfying the conditions expressed in equations (2.43) and (2.44), 

the form of the projector functions is completely arbitrary. The particular method 

we used to construct the projector functions results in functions which are localized 

to the augmentation regions. We begin by forming an initial projector function:

=  [ - jV 2  +  V ^ p \ r )  -  (2.51)

If the resultant \pinit:l .m.r])  =  0, then we use

\Pinit;l,m,T]) ~  ^  . (2.52)

Next, we must modify these \pinit;l,Tn,r]y^ so that the resultant |p/,m,7;)’s satisfy

~  ,m',7]' ■ (■-•44)
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All-electron potential and pseudopotential of Ga

3.0

Locamcudopoteatial 
All-electron Potential 
Nonlocals 
Nbnlocalp 
Nbnlocald

2.0

1.0

f  0.0 
5

I  -1.0 
t

- 2.0

- 3.0

- 4.0

radius (Bohr)

F IG U R E  2.2 All-electron potential local potential local) ̂  and
nonlocal u;/̂  ̂ pseudopotentials for the PAW gallium atomic setup used in the 
calculations. The cutoff parameter r̂ j. is 2 Bohr and is indicated by the light 
vertical line. The value of A is set to 3.5. The value of V^Yf at the
origin is -3.44. The non-local d-pseudopotential rises to a plateau at around 
23 Hartrees and has a flat slope at the origin.

31



All-electron potential and pseudopotential for As

 Local Rscudopotential
— —  AU-electroo Potential 
— —  Nbnlocals 
—  Nonlocal p 
— — Nonlocal d

- 2.0

• »  - 3,0

-35
5
I - 4.0

- 5.0

-55

- 6.0

nufiusCBohr)

FIGURE 2.3 All-electron potential local pseudopotential ^
and nonlocal wi jj pseudopotentials for the PAW arsenic atomic setup used 
in the ground state calculations. The cutoff parameter rĵ  is 2 Bohr and is 
indicated by the light vertical line. The value of at the origin i
-3.90.

IS
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Since the and |p)’s are related by equations (2.37), (2.43),

and (2.44), a modification of the |p)’s necessitates a corresponding modification 

of the ^^(G*))'s and A simple iterative technique is used to perform

these transformations. In the following, the index set is replaced by a

single index: {/, m, 7 7 } ^  i. We begin with the first elements in the basis set. These 

functions need no modification beyond insuring that the condition {pi\(f>Ÿ̂  "* )̂ =  1 

is satisfied:

|Pl) — / 7 , (2.53)

The second projector is formed by simply subtracting out that part of |pi) which 

is not orthogonal to the original \pinit:2)-

|P2) =  |Pm,(;2) “  IP l), (2.56)

and then normalizing as in equation (2.53). Likewise, 1̂ 2̂ * and are

formed via

'I) =  " ) .  (2.5Î)

l4°"*> = |42;2> -  ' (2 38)

followed by normalization as in equations (2.53), (2.54), and (2.55), respectively. 

Each succeeding set °*^), |p,)} is formed via

|Pi) =  |Ptm<;i> -  IPi)(4^*~“*^IPi)’ (2.59)
J=1
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\ é r " ^ h  =  i^SSaT-'*) (2.60)
i= l

l 4 ° " )  =  l4 m i , )  -  ' E  . (2.61)
i= l

followed by normalization as in equations (2.53), (2.54), and (2.55), respectively. 

Examples of the atomic, pseudo-atomic, and projector functions for gailium and ar

senic are shown in figures 2.4 and 2.5. These graphs show the distinctive features of 

the various functions. First note that the atomic wave functions exhibit high

frequency spatial oscillations in the augmentation region. In contrast, the pseudo- 

atomic wave functions are smoothly varying, even in the vicinity of the

nucleus. The projector functions shown here exhibit two interesting properties. 

First, they decay rapidly to zero outside the augmentation region; this simplifies 

the division of the total wave function into augmentation and interstitial parts. 

Second, they are fairly smooth, resulting in a Fourier expansion

Pin = Ç (C 7|p)e‘̂ -" , (2.62)
G

whose high frequency components are small. This in turn results in low plane wave 

cutoff for the full PAW calculation. While not a feature of all PAW atomic setups, 

this low plane wave cutoff is a feature of the PAW setups used in this work.

Checking the basis set: logarithmic derivatives

Once an initial basis set has been formed, a quick calculation is performed to 

check the electron scattering properties of the resultant PAW atom. If the basis set 

formed from just the bound states is found to be incapable of accurately reproducing 

the electron scattering properties of the real atom, then additional states are added
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Partial waves and projectors for Ga

—  atomic ̂ (d)
—  pseudo-atomic ̂  (d)
— projector (d)______

—  atomic * (p)
—  pseudo-atomic <1 (p)
— projecto* (p)______

—  atomic* (s)
—  pscudo-atomic * (s)
—  projector (s)______

0.0 1.0 2.0 
radius (Bohr)

3.0

F IG U R E  2.4 All-electron atomic wave functions -), the pseudo-

atomic wave functions and the projector functions |p, s) in the
l,Tn,T],R

PAW atomic setup for Ga. This particular PAW basis has only one projector 
per I. The / =  0 (s) wave functions are plotted in the top graph, the / =  I (p) 
wave functions in the middle and the / =  2 (d) wave functions at the bottom. 
The cutoff parameters for each angular momentum r^i are shown on the graph 
for reference. Note that outside 2 Bohr the atomic and pseudo-atomic wave 
functions coincide and the projector functions are zero. Finally, observe that 
the pseudo-atomic wave functions are slowly varying and have no nodes while 
the atomic wave functions are rapidly varying and have several nodes.
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Partial waves and projectors for As

—  atomic^ (s)
—  pseudo-atomic ̂  (s)
— projector (s)______

—  atomic ^(p)
—  pseudo-atomlc ̂  (p)
— projector (p)______

—  atomic 0 (d)
—  pseudo-atomic ÿ (d)
— projector (d)______kd

0.0 1.0 2.0 
radius (Bohr)

3.0

F IG U R E  2.5 All-electron atomic wave functions the pseudo-

atomic wave functions, 1̂ ^̂ * aud the projector functions Ip, s) in the
' W , m , 77, Æ '  . '^ l,T n ,T } ,R '

PAW atomic setup for As. This particular PAW basis has only one projector 
per I. The / =  0 (s) wave functions are plotted in the top graph, the / =  1 (p) 
wave functions in the middle and the 1 = 2 (d) wave functions at the bottom. 
The cutoff parameters for each angular momentum r^i are shown on the graph 
for reference. Note that outside 2 Bohr the atomic and pseudo-atomic wave 
functions coincide and the projector functions are zero. Finally, observe the 
differences between the pseudo-atomic and atomic wave functions: the pseudo- 
atomic wave functions are slowly varying and have no nodes while the atomic 
wave functions are rapidly varying and have several nodes.
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to the initiai set. A good measure of the electron scattering properties is the 

logarithmic derivative, defined as

[d<i>i{r, e)!dr]
çi/(r, e) (2.50)

ro

The point rg at which the log derivative is calculated is usually chosen to be a small 

distance outside the augmentation sphere. If, for a given I state, an additional wave 

function is needed, the energy of this new state is taken to be the energy at 

which £>/, calculated within the PAW formalism, begins to significantly depart 

from the correct behavior. Figs. 2.6 and 2.7 show the logarithmic derivatives for 

the gallium and arsenic atomic setups used in the ground state calculations in this 

thesis. Note that agreement is very good over a nearly 2 Hartree range.

2.8 Operators in PAW

The PAW wave function (equation (2.46)) can be rewritten in the operator form

(2.63)

The operator T  essentially forms a bridge between the “physical” Hilbert space 

spanned by the true wave functions |^ )  and the “PAW” Hilbert space spanned by 

the plane wave part of the PAW wave function An operator in the PAW
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Logarithmic derivative of Ga 
PAW versus direct calculation

20.0
Os-direct

 s-PAW
Op-direct 

— -  p-PAW  
O d-direct 
-  d-PAW

i 10.0

I
s

I 0.0

- 10.0
- 1.0 -0.5 0.0 0.5 1.0

Energy (Hartrees)

FIGURE 2.6 The logarithmic derivative function Z?/(e) =  r51n(o/(r, t) ) /dr  
for the PAW gallium atomic setup used in the ground state calculations. The 
circles denote the all-electron values for D[{e) while the curves represent Z)/(e) 
as calculated using the PAW atomic wave function basis set. The Er̂  for the 
5- and p-states are the bound state values: —0.3349 Hartrees and —0.1000 
Hartrees. The E-q for the (unoccupied) d-state is chosen to be 0.5 Hartrees. 
This value was chosen rather than the bound state value of 0.01718 Hartrees 
in order to improve performance at higher energies. Tests confirmed that 
performance at low energies was unaffected. The logarithmic derivative was 
evaluated at rg =  3 Bohr. The horizontal lines at D[ = - 1 , - 2 , —3 (labeled 
on the graph by the the letters s, p, and d) are the positions of the centers of 
the unhybridized s-, p-, and d-bands.
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Logarithmic derivative of As
PAW versus direct calculation

20.0
Os-direct 

-  -  -  s-PAW  
Op-direct 

——  p-PAW  
O d-direct 

— —  d-PAW
% 10.0 

I
JÜ

I >2
0.0

\o

- 10.0
- 1.0 -0.5 0.0

Energy (Hartrees)
0.5 1.0

FIGURE 2.7 The logarithmic derivatives Z)/(e) =  r9/ra(0/(r, e))/5r for the 
PAW arsenic atomic setup used in the ground state calculations. The circles 
denote the all-electron values for Z?/(e) while the curves represent Di{e) as cal
culated using the PAW atomic wave function basis set. The Er] for the s- and 
p-states are the bound state values: —0.5380 Hartrees and —0.1955 Hartrees. 
The Efj for the (unoccupied) d-state was chosen to be —0.1 Hartrees; this value 
was chosen rather than the ground state value of 0.0446 Hartrees because the 
resulting PAW atomic setup had a marginally lower plane wave cutoff. The 
logarithmic derivative was evaluated at rg =  3 Bohr. The horizontal lines at 
D[ =  —1, —2, —3 (labeled on the graph by the the letters s, p, and d) are the 
positions of the centers of the unhybridized s-, p-, and d-bands.
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space is related to the equivalent operator in the physical Hilbert space:

1 +
(2.64)

Using the properties of the PAW basis set, this equation can be simplified. First, 

since

j^(ps a<). _  I JaU \ (outside augmentation). (2..37)

we need consider only on-site terms. Multiplying out and using the collective indices 

i and j  in place of {/, m,?/} and we get

+ E E w ( < ; ' i - ( 4 r " i ) ^

R

+E E (p,M\

(2.65)

R

After applying the condition

(2.43)
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in lines 2 and 3 of the equation (2.65), we get

+EZIW - <<r"i44T")) <̂,«1
R *-J

+ '

R *-i

- E E î ,«> 

+E E i&«)
Æ 'J

( 2 .66 )

Canceling like terms we get the final formula for operators in the PAW formalism:

^ i P A w , = 4 + 5 :  E  ip, ,-> (P ,^ i .

R *-i
(2.6T)

2.9 Electron Density, Total Energy and Hamiltonian

Given equation (2.67), we can now derive the equations for the electron density 

n(r ), the total energy E[{^,-;Æ}], and the Hamiltonian and overlap operators, H 

and O. In this section, the index set {/, m, 77,^ }  will be replaced by the collective 

index i (or j) .

Since the total electron density is merely

n{r ) =  (2 68)
n,k

to find the correct formula for the electron density we just need to substitute the
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operator \r)fn{r\  for A  in equation (2.65):
(PW)n'

-

n,k

+ E  / n { < 7 ’lK><̂ S'“V)(r|4'“‘')(P;|0;,7>)
n,k,i,j

Ĵ (j»-at)

n,k,i,j
(2.69)

Note that the electron density neatly divides into three components: plane wave, 

atomic and pseudo-atomic. These components axe related in much the same way 

that the the components of the wave function are related:

j^{PW) _  ^{ps-at) augm entation), (2.70)

(outside augm entation), (2.71)

n =  (inside augm entation). (2.72)

The derivation of the total energy is somewhat more involved but is conceptually

no different. The kinetic energy part is formed by substituting the standard kinetic

energy operator — for A  in equation (2.65):
( PW)

K.E. =  I -

(a<)

E (2.73)+ 
n.ij

(ps-at)

n,i,j
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The Hartree potential part of the total energy functional can be written as

^H artree ~

If — f ' \

(2.74)

where is the potential due to the atomic nuclei. Ideally, we would like to write 

EHaHree  as a sum of three separate terms: ^HaHree'

Unfortunately, this is difficult to do since the charge inside the augmentation spheres 

interacts with the charge in the interstitial region. We can get around this problem 

by introducing the “compensation charge density” n, which is simply an expansion 

of + n ^  — inside the augmentation spheres. After adding n to both

and regrouping terms, the result is

n =  +  n^) +
(2.75)

=  +n) + (n("^) +  n ^ )  -  +  n).

Since the difference +  n^) — +  n)] is exactly zero by the definition

of n, it is no longer necessary to explicitly include the augmentation-interstitial 

interaction in the integration in equation (2.74). The result is

^H artree ~

I J  ''*'■/-  Jaua Jai

^  [ (n (°^ )+ n ^ )-(n (P '-= f) -b n)][(n(“ )̂ + n ^ ) ~  (n(P«-°^) -b n)]
laug Jaug  1̂

'total V J total V | r  r
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After sepaxating the atomic and pseudo-atomic parts, we get the final ajiswer

F lt _  pips-ai)
^ H a r tree  Hartree ^  Hartree Hartree

“ Jtotal V Jtotal V |r  r  |

+  i  /  d ^ r  f  .3 +  (2-77)
*“ Vat

- ? /- Vauo 7ai

a«g Vawÿ 1̂  ^'1

(2.7S)

The PAW version of the total exchange-correlation energy can be derived from the 

standard form ( equation (2.10)), using only the properties of the components of 

the electron density expressed in equations (2.70), (2.71), and (2.72):

E x c = 4 c ' ' ’ + 4 c  -  4 r ° ' ’

= f  d r̂e%'(n(^ )̂(r))n(^^ )̂(r)
JTotal V

+  /  d 3 r e * ^ ? ^ ( n ( “ ^ ) ( f ) ) n ( “ ' ) ( f )
Jaug

-  f  ))n (P '- '")(r ) .
Jaug

Putting this all together, the final formula for the total energy is

E = p(PW) ^  (2.79)

where the separate components are given by

+ -  f dV [  +  +  (2.80,
2 V V l r - p |

+ J  rfl7n('’«'>(r)£xc(n<'’‘̂>(r)).
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T t , t , J

, ln(P‘- “ >+A][n(P‘- '“>+n]  (2.SI)
| F - f |

n , i j

+ -  f d V  f  (2.82)
2 7  J  |F-F|

+ j  dVn̂ ‘̂ i\p)exc{n^‘̂ Ĥ̂ )-

The derivation of the overlap operator O is trivial. We simply replace A in 

equation (2.65) with identity:

O (P .W )  =  I +  ^  Ç  IM) -  ( 4 ' ’* - “ ' V f - ' ’) )  (P il . (2.S3)
i  j

The kinetic energy part of the Hamiltonian follows from equation (2.65):

f  = -  iv2

+ E  E  Ik) (<4"'’I -  | v 2 | é f i p j \ .

(2.84)

The potential part of the Hamiltonian is tedious but straightforward to derive. We 

merely need to recognize that the potential operator is

where E y  is just the potential part of the total energy. Inserting this operator in 

equation (2.65) and adding in the kinetic energy term, the result is

^ = -  jv^ + v ^ , r ^ + z  Z  ik>((4“'’i -  V f
* }

-  M " ' - " ! -  5 ^ 2  +  v f - ' V f - ' ’) ) (P ,l .
(2 .86 )
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where the various potential terms &re related via

~  (inside augm entation), (2.87)

~  (outside augm entation), (2.88)

Vgff=V^^^  (inside augm entation). (2.89)
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CHAPTER 3 

RECONSTRUCTION GEOMETRIES

3.0 Advertisement

This chapter begins with a discussion of the techniques we used to calculate 

the reconstructed geometries of the GaAs(001)-c(4x4), the GaAs(001)-c(2x2), and 

the Si(001)-(2xl) surfaces. Due to the large size and complicated physics of surface 

structures, the computational demands of ab-initio calculations of these systems 

are severe.f As a result, a number of specialized techniques, such as the repeated 

slab model, have been developed over the years. Some of these techniques will be 

discussed, with special emphasis on the ones used in this work.

After the discussion of technique, the specifics of the reconstructed geome

tries will be given in the form of detailed diagrams of the structures as well as 

3-dimensional perspective drawings. In all cases, our geometries agree well with

t This study required 50,000 node hours on the IBM SP2 parallel supercomputer at 
The Cornell Theory Center. A node hour is simply an hour on a single processor; a 
job that uses 8 nodes and runs for 24 hours (wail clock time) would consume 8x24 =  
192 node hours. In addition, thousands of node hours were consumed on the SP2’s 
at the Maui High Performance Computing Center and at the Ohio Supercomputer 
Center (CSC). Exact figures for Maui CSC are unavailable as neither site uses CPU 
accounting.
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the published experimental and theoretical data.

The chapter will end with a brief explanation of Pashley’s electron counting 

rule.^~ This rule will be used to explain the stability of our calculated GaAs ge

ometries.

3.1 Repeated Slab M odel and Surface Termination

For both the GaAs and Si systems the physical semi-infinite surface system was 

modeled using a unit cell consisting of a thin slab of material, oriented such that 

the surface plane is parallel to the x-y plane, plus a thin vacuum layer above. Since 

we used a plane wave based formalism, we must repeat this unit cell periodically in 

all directions. The result is an infinite superlattice system composed of alternating 

layers of material and vacuum. For obvious reasons, this approach is known as 

the repeated slab model (sometimes referred to as the superslab m o d e l ) . T h e  

periodic conditions in the x- and y-directions insure that the system does not deform 

outwards (that is, in the x- and y-directions). The system is free to relax in the 

z-direction.

The precise implementation of the repeated slab method varies considerably 

from researcher to researcher; however, there are some common threads. Typically, 

a few layers of the unit cell are held fixed at the bulk lattice positions in order to 

impose the bulk geometry on the system. There are basically two choices for the 

placement of these fixed atoms. First, the fixed layers can be placed at the center 

of the slab. In this case, the reconstruction under study is usually duplicated on 

each side of the slab. To increase computational speed, such a two-sided unit cell 

is usually constructed to take advantage of symmetry considerations.^® This type
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of slab has the advantage that possible electrostatic interactions between slabs are 

lessened or eliminated. However, if symmetry considerations cannot be used to limit 

the size of the calculation then the use of a two-sided slab results in a duplication 

of computational effort.f As the current implementation of PAW does not take 

advantage of symmetry, a two-sided slab was rejected for the GaAs calculations 

detailed in this work. On the other hand, our Si unit cell is much smaller than the 

GaAs unit cell and so we used a two-sided slab for the Si calculations.

The second choice for the placement of the stationary layers is to put them on 

one side of the slab. In order for this method to work well this “bottom” surface 

must not interact strongly with the “top” side of the slab where the reconstruction of 

interest is found. This condition can usually be met if the surface has the following 

characteristics. First, the surface should contain no partially filled bonding orbitals, 

which might result in hard to predict effects on the electronic structure of the 

complete structure. Second, the surface must be non-polar in order to eliminate 

electrostatic interactions between surfaces. A number of candidates for this bottom 

termination surface have been suggested over the years. One particularly novel 

technique has been put forward by Shiraishi;^^’̂ ® He terminates his bottom surface 

with fictional fractionally charged H atoms. These are non-physical atoms with 

fractional nuclear charges. The nuclear charge is tailored so that these atoms form 

perfect covalent bonds with their neighbors, even when their neighbors can only 

contribute a non-integer number of electrons to a bond. We briefly investigated 

this option for our GaAs calculations but abandoned it when it became clear that 

implementing a fictional atom approach would involve large scale modifications of

t Actually, depending on the computational method, a cell with an extraneous surface 
can result in as much as an eight-fold increase in computing time.
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PAW. There were also concerns about the unphysical nature of fractionally charged 

nuclei.

Kajciras et al.^^ heis used a method involving fractionally charged Ga atoms 

which is similar to the Shiraishi fictitious H method. In this method, known as the 

“skillful slab” technique, the two central layers of a two-sided slab are composed 

of fictitious Ga atoms whose positions are held fixed. The nuclear charge of these 

atoms is tailored so that they can form perfect covalent bonds with each other as well 

as with neighboring As atoms. As a result of this construction, this geometry has 

inversion symmetry and so there are no artificial electrostatic fields in the vacuum 

region. This method was rejected for our calculations for the same reasons as for 

the Shiraishi fictitious H method.

In the end we chose to terminate our surface using the GaAs(001)-c(2x2) recon

struction. This choice was pioneered by Froyen and Zunger^^ and has given them 

good results in the past. The GaAs(100)-c(2xl) reconstruction has a few properties 

which make it useful as a terminating surface. First, it is semiconducting with no 

partially filled bonding orbitals. Second, it is non-polax^^. Finally, it has the added 

feature that it is a fairly flat reconstruction, which results in an effective increase 

in the vacuum region.

3.2 Details of Calculation

The geometries of all three structures are shown in figures 3.1-3.7. In all cases, 

the plane wave cutoff for the wave functions was 5 Hartrees while the k-point 

integration was performed using 4 k-points in the plane of the surface. Detailed 

convergence tests were performed with respect to vacuum spacing, slab thickness.
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plane wave cutoff, and number of k-points for the GaAs(001)-c(4x4) structure. 

The details of these tests are given in the appendix. Convergence data from the 

GaAs(001)-c(4x4) system was extrapolated to the GaAs(001)-c(2x2) system. A 

smaller series of tests were performed for the Si(001)-(2xl) system. On the basis of 

these tests, we estimate the error in the difference between total energies of different 

structures to be no more than 25 meV.

The initiai geometry was taken from the available experimental or theoretical 

data. In the case of the GaAs(001)-c(2x2) reconstruction, initial coordinates were 

supplied by F r o y e n . I n  an additional test, we started from the unrelaxed surface 

configuration and then optimized the geometry. The two PAW simulations (one 

starting from Froyen’s coordinates and the other starting from the unrelated sys

tem) agreed well with each other and with Froyen’s data. For the Si(001)-(2xl) 

simulations, a rough guess for the coordinates of a symmetric dimer was used as 

the initial geometry. For the GaAs(001)-c(2x2) reconstruction, the STM data of 

Biegelsen et was used as the initial geometry.

The optimization of the geometry proceeded via the Car-Parrinello method. 

After the electronic structure for the initial geometry was calculated, the atoms are 

allowed to move. Initially, an automatic annealing routine is used to optimize the 

geometry. As the total energy of the system evolves this annealing routine turns on 

a large effective friction if the total energy increases. If the total energy decreases, 

a small friction amount of friction is applied and this amount decreases with each 

successive iteration during which the total energy decreases. The simulation ends 

automatically when the total energy changes by no more than 10“  ̂ Hartrees for 

100 atomic time units. After the automatic annealing procedure has finished, a
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zero friction simulation is run for a total of 1000 atomic time units. If at the end of 

this simulation, the total energy shows a variation of less than 0.001 Hartrees then 

the total energy is considered to be converged. However, the automatic annealing 

procedure often fails to find the true ground state and further simulations must 

be run. Typically, a small constant value of friction is used and the simulation 

is run until the fluctuations in the total energy settle down to less than 0.001 

Hartrees. After that a further zero friction run is done. This procedure repeats until 

convergence is confirmed. In some especially diflBcult cases, the total simulation 

time has exceed 10'̂  atomic time units.

The geometry of the GaAs(001)-c(2x2) system was calculated using a two-sided 

seven layer slab (5 full atomic layers capped on both sides by a half-monolayer of 

Ga). The total height of the (slab)-f-(vacuum layer) was 26.692392 Bohr (14.12-5 

Â). The lattice constant in the (x-y) plane is taken to be the bulk lattice constant. 

.A.11 atoms in this system were allowed to relax.

The geometry of the GaAs(001)-c(4x4) system was calculated using a slab com

posed of a terminating GaAs(001)-c(2x2) reconstruction ( a half-monolayer of Ga 

and a full monolayer of As) followed by 4 atomic layers of GaAs (2 monolayers 

of Ga and two monolayers of As). The geometry for this layer was taken from 

the calculation of the GaAs(001)-c(2x2) reconstruction discussed above. The final 

layer consisted of the six As atoms that form the set of three dimers found in the 

GaAs(001)-c(4x4). The total height of the (slab)-t-(vacuum layer) was .32.030871 

Bohr (16.95 Â). The lattice constant in the (x-y) plane is taken to be the bulk lat

tice constant. Only the j  layers in the terminating GaAs(001)-c(2x2) reconstruction 

were held fixed.

52



The geometry of the Si(001)-(2xl) system was calculated using a two-sided eight 

layer slab (counting the dimer layers). The total height of the (slab)+(vacuum layer) 

was 28.218347 Bohr (14.9325 Â). The lattice constant in the (x-y) plane is taken 

to be the bulk lattice constant. The two central layers were fixed.

3.3 Electron Counting M odel

Using Paahley's electron counting m o d e l , w e  can decide if a proposed GaAs 

surface reconstruction should be stable. Pashley’s model also allows us to predict 

if a surface is semiconducting.

The electron counting model is based on a simple chemical analysis of the bond

ing in a covalent solid. Inside bulk GaAs, the original single s and three p orbitals 

from each Ga and As atom recombine into a set of four hybridized sp^ orbitals. A 

bond is formed when one hybridized sp^ orbital from a Ga atom combines with a 

hybridized sp^ orbital from an As atom. In the bulk it is possible to fill completely 

all the bonding orbitals. However, at the surface some orbitals may be unable to 

form bonds. The energies of these “dangling” orbitals can be estimated from the 

energies of the original unhybridized s and p orbitals. The reasoning is illustrated 

in figure 3.8. The energy of the Ga sp^ orbital is intermediate between the energies 

of the original unhybridized orbitals. The final result is that the energ): of the Ga 

sp^ orbital lies in the conduction band of GaAs. Similar reasoning leads to the 

conclusion that the energy of the As sp^ orbital lies in the valence band.

Since physical systems always seek their configuration of lowest energy, the 

surface of GaAs will tend to reconstruct so that all the Ga dangling bonds are 

empty and all the As dangling bonds are filled. If this condition is satisfied then
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F IG U R E  3.1 Perspective drawing showing the calculated geometry of the 
Si(001)-(2xl) surface. The slab is terminated on both sides by the same recon
struction. Even though no symmetry constraints were used in the calculation, 
the reconstructions on either side agree extremely well.
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F IG U R E  3.2 Detailed diagram showing the calculated geometry of Si(OOl)- 
(2x1) reconstruction. The coordinates are given in Bohr.
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F IG U R E  3.3 Perspective drawing showing the calculated geometry of the 
GaAs(00I)-c(4x4) surface. The slab used for calculations on this surface is 
terminated on the bottom by the GaAs(001)-c(2x2) reconstructed surface. 
The As atoms are represented by dark atoms, the Ga atoms by light atoms.
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F IG U R E  3.4 Detailed top-view (above) and side-view (below) diagrams 
showing the calculated geometry of GaAs(001)-c(2x2) reconstruction. This 
surface was used to terminate the non-interesting side of the GaAs slab. The 
As atoms are represented by white atoms, the Ga atoms by black atoms. In 
the side view diagram, As atoms in the background are represented by gray 
atoms. The coordinates are given in Bohr.
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F IG U R E  3.5 Top (above) and side (below) views of the GaAs(001)-c(4x4) 
reconstructed surface. The As atoms are represented by black atoms, the 
Ga atoms by white atoms. In the side view, sub-surface As atoms in the 
background are represented by gray atoms.
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F IG U R E  3.6 Large scale diagram of the GaAs(001)-c(4x4) reconstructed 
surface (top view). The x-y coordinates are given in Bohrs. The As atoms are 
represented by black atoms, the Ga atoms by white atoms.
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F IG U R E  3.7 Large scale diagram of the GaAs(001)-c(4x4) reconstructed 
surface (side view). The z-coordinates are given in Bohrs. The As atoms are 
represented by black atoms, the Ga atoms by white atoms. The subsurface As 
atoms in the background are represented by gray atoms.
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F IG U R E  3.8 Explanation of the electron counting rule. The electron count
ing model is based on a simple chemical analysis of the bonding in a covalent 
solid. Inside bulk GaAs, the original single s and three p orbitals (levels labeled 
on the diagram as Ep and Es) from each Ga and As atom recombine into a set 
of four hybridized sp^ orbitals. The levels for these states are labeled as E^. A 
bond is formed when one hybridized sp^ orbital from a Ga atom combines with 
a hybridized sp^ orbital from an As atom. The level of the bonding orbital is 
labeled as F j on the diagram and is in the bulk valence band. In the bulk it 
is possible to fill completely all the bonding orbitals. However, at the surface 
some orbitals may be unable to form bonds. The energies of these “dangling” 
orbitals can be estimated from the energies of the original unhybridized s and 
p orbitals. The final result is that the energy of the Ga sp^ orbital lies in the 
conduction band of GaAs. Similar reasoning leads to the conclusion that the 
energy of the As sp^ orbital lies in the valence band.
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the surface should be semiconducting; partly filled dangling orbitals may lead to a 

metallic surface.

We can apply these principles to the GaAs(lOO) surface if we take into account 

the “numerics” of bonding in GaAs. First, note that, in the bulk, each Ga atom 

contributes three electrons to a total of four bonds. Therefore, Ga contributes ^ of 

an electron to each bond. Likewise, As contributes |  of an electron to each bond.

An examination of figure 3.6 shows that the GaAs(100)-c(4x4) obeys the count

ing model. We begin by noting that the sub-surface Ga atoms (which are denoted 

by large white circles in figure 3.6) each contribute three electrons to the system. 

However, only half of these electrons are used in bonds with the surface. Therefore, 

the eight sub-surface atoms in the surface unit cell contribute a total of 8 x |  =  12 

electrons to the surface. The eight sub-surface As atoms (which are denoted by 

large black circles in figure 3.5) each contribute five electrons to the system making 

a total of 8 x 5  =  40 electrons. The six As dimers contribute a total of 30 electrons. 

The final total is 124-404-30 =  82 electrons involved in bonds on the surface. Next 

we must count the bonds. There are 16 bonds connecting the sub-surface Ga atoms 

to the sub-surface As atoms; for the sake of clarity, these bonds were not included 

in the figure. There are 12 bonds connecting the sub-surface As atoms to the dimer 

atoms. In addition, each of the sub-surface As atoms adjacent to the missing dimer 

rows has a dangling orbital. Each of the three dimers accounts for one bond and 

each of the six atoms that make up the dimers has a dangling orbital. This brings 

the total of bonds to 16 4- 12 4-44-3-1-6 =  41, which is just enough absorb the 82 

electrons in the system. The conclusion is that the GaAs(100)-c(4x4) should be a 

stable, semiconducting surface.
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CHAPTER 4 
DIFFUSION OF Ga ADATOMS ON GaAs(100)-c(4x4)

4.0 Introduction

In this chapter we present an ab-initio investigation of the diffusion of a single 

isolated Ga adatom on the GaAs(I00)-c(4x4) reconstructed surface.

The GaAs(100)-c(4x4) surface was chosen for this study for several reasons. 

First of all, since it is difficult to grow smooth films in the c(4x4) r e g i m e , t h i s  

surface is an ideal candidate for this study, which has the stated aim of improving 

MBE growth techniques. Surfaces growing in the c(4x4) regime typically exhibit 

rough morphologies and do not produce the RHEED oscillations seen during the 

growth of smooth epitaxial layers.

Second, this reconstruction has an extremely high As content. In fact, this 

reconstruction is the most As-rich reconstruction found on the (100) surface. 

Naturally, given this high As content, the c(4x4) reconstruction is often seen dur

ing the growth of GaAs films with excess (1-2%) As. Such films have a couple 

of interesting p r o p e r t i e s . F i r s t ,  they have very high resistivity, making them 

ideally suited as a substrate for devices since the high resistance nearly eliminates
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interaction between neighboring devices. This allows for much increased device 

density. Second, As-rich GaAs films have excellent crystallinity and so subsequent 

GaAs layers of high quality can be grown on top of it.

Third, the c(4x4) reconstruction is quite large. As a result, the calculations 

discussed here provide us with an excellent large-scale test of both the theoretical 

method (PAW) and of the robustness of its computer implementation.

4.1 Computational Strategy:

PAW Investigation of Diffusion

Our strategy for determining the diffusion characteristics of a Ga adatom on the 

c(4x4) surface is straightforward. We begin with a simple repeated slab model of 

the (100) surface of GaAs. The initial unit cell is composed of five atomic layers of 

GaAs capped on the “non-interesting” side (the bottom) by the GaAs(001)-c(2x2) 

reconstruction and on the top by 6 As atoms. These 6 As atoms will eventually form 

the 3 As dimers found in the c(4x4) reconstruction. The c(2x2) surface was chosen 

to terminate the bottom surface; This procedure has been used with considerable 

success by Froyen et al. The initial geometry weis taken from experimental data.^® 

Next we calculated the correct ground state geometry using PAW. After the initial 

geometry had relaxed into the correct reconstruction, an adatom was introduced at 

a position (x,y) above the surface. (The surface is in the x-y plane). Within the 

constraint that the (x,y) coordinates of the adatom be held fixed, all but the bottom 

two layers of the slab (actually one full monolayer of As and a half-monolayer of 

Ga) were allowed to settle into their equilibrium positions. Other researchers have 

typically ended their simulations when the force on the atoms falls below some
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smallness criterion. As explained in greater detail in Chapter 3, we used an alternate 

method of determining convergence. After an initial geometry is found using an 

automatic simulated annealing routine, we simply allow the system to run without 

friction for a minimum of 1000 atomic time units. If, after this zero friction run, 

the total energy changes by less than 0.001 Hajtrees, then convergence is assumed 

and the simulation is ended. If the system has not converged a further simulation 

with a small constant friction is run. This cycle repeats until convergence is found.

By repeating this procedure for 41 points within the real-space irreducible zone 

of the surface, we have mapped out the total energy of the structure as a function of 

adatom position: Eadatomi^^v)- The 41 sampling points are on a rectangular grid 

with a spacing of slightly less than 1 Â. The positions of these points are shown on 

figure 4.1.

After the complete map was produced, the energies of the bonding sites were 

calculated by allowing adatoms at the positions of the low points of the map to relax 

without constraint.t These bonding sites are shown on figure 4.1. In principle, the 

energy surface Eadatomi^'V) contains all the important physics of surface diffusion. 

A simple analysis of such an energy surface yields the surface diffusion activation 

energies. This data can then be used as input data for a Monte-Carlo simulation, 

which in turn can produce effective diffusion coefficients and/or effective migration 

velocities. The results of a Monte-Carlo analysis (using the ab-initio data calcu

lated by the method outlined here) are presented in section 4.4. Alternately, the 

full surface could be used in a classical molecular dynamics simulation of adatom

t The bottom termination layer was held fixed during this simulation and every other 
simulation of the GaAs(I00)-c(4x4) system. All other atoms, including the adatom 
were allowed to relcix without constraint.
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F IG U R E  4.1 Laxge scale schematic diagrom of the GaAs(001)-c(4x4) re
constructed surface (top view) showing the positions of the sampling points 
(marked by the numbered triangles) at which Eadatomi^iV) was evaluated. 
The bonding sites (sites I, II, and III) are also shown. The x-y coordinates 
are given in Bohrs. The As dimer atoms are represented by black atoms, the 
subsurface As atoms by large light gray atoms, the Ga atoms (which are be
low the subsurface As atoms) by large white atoms, and the “bulk” As atoms 
(which are below the Ga atoms) by small light gray atoms. In this figure, the 
origin is in the center of the figure. The comer of the cell in the lowest part 
of the figure is at x =  15 Bohr, y =  15 Bohr.
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diffusion.

4.2 Results: Ga Adatom Energy Surface

The principal results of our ab-initio calculations are shown in figures 4.2 and 

4.3. The 3-dimensional rendering of the energj' surface Eadatomi^-: v) is the same in 

both figures. The energy surface shown is actually a cubic spline fit to the original 

data. The density of points on the interpolated map is nine times the density of the 

original map. Coincident (x,y) points on the original and interpolated maps have 

the same total energy value. In figure 4.2, the positions of the As dimers (in black) 

and the sub-surface As atoms (in gray) are shown. In figure 4.3, a 2-dimensional 

contour map rendering of the energy surface is shown below the 3-dimensional map. 

The contour spacing is 0.002 Hartrees. From the contour map we can identify three 

relatively stable adsorption sites. In order of increasing energy these sites are (I) the 

center of the missing dimer position (Ea^/a^o^ =-244.044 Hartrees), (II) between the 

dimer rows and adjacent to a center dimer (^'gja(o^=-244.037 Hartrees), and (III) 

between the dimer rows, adjacent to an edge dimer (£'a£/afo^=-244.026 Hartrees). 

These positions are marked on figure 4.1. Perspective drawings of the three bonding 

geometries are shown in figures 4.4, 4.5, and 4.6.

The energy ordering of the bonding sites can be understood qualitatively by 

consideration of the bonding geometry at each site. Since Ga requires an additional 

five electrons to fill its outer shell, a Ga adatom will gravitate towards points on the 

surface where it can form bonds with a maximal number of nearest neighbors. Site 

I is an excellent example of this behavior. Here the adatom is in close proximity to 

four As atoms and can form moderately short bonds with all of them. Naturally
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FIGURE 4.2 The calculated potential energy surface Eadatom for Ga adatom 
diffusion on the GaAs(001)-c(4x4) surface. The positions of the As dimers are 
shown as black circles while the sub-surface As atoms appear as gray circles. 
The coordinate axes are labeled in Bohr. The energy units (vertical axis) are 
Hartrees.
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F IG U R E  4.3 The calculated potential energy surface Eadatom k r  Ga adatom 
diffusion on the GaAs(001)-c(4x4) surface. A 2-dimensional contour map cor
responding to the 3-dimensional surface is shown on the plane below. The 
coordinate axes are labeled in Bohr. The energy units (vertical axis) are 
Hartrees. The contour spacing is 0.002 Hartrees.
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F IG U R E  4.4 Perspective drawing of the GaAs(001)-c(4x4) system with a 
Ga adatom at bonding site I. The Ga atoms are shown as light colored spheres, 
the As atoms as light-grey spheres and the Ga adatom as a dark sphere.
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F IG U R E  4.5 Perspective drawing of the GaAs(001)-c(4x4) system with a Ga 
adatom at bonding site II. The Ga atoms are shown as light colored spheres, 
the As atoms as light-grey spheres and the Ga adatom as a dark sphere.
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F IG U R E  4.6 Perspective drawing of the GaAs(001)-c(4x4) system with a Ga 
adatom at bonding site III. The Ga atoms axe shown as light colored spheres, 
the As atoms as light-grey spheres and the Ga adatom as a dark sphere.

72



enough, this geometry yields the lowest energy. The adatom at site II is able to 

form bonds with only two neighboring As atoms; this geometry yields a bonding 

energy which 0.19 eV higher than the bonding energy at site I. Just as at site II, an 

adatom at site III forms a total of two bonds with neighboring As atoms. However, 

these bonds are stretched far beyond the normal length and so this site has the 

highest energy (0.49 eV above the energy at site I).

In order to understand the process of diffusion on this surface, we must first de

termine the activation energies. These energies axe simply defined as the difference 

between an energy minimum (a bonding energy) and a  neighboring saddle point. 

These can be read off the contour graph in figure 4.3. The activation energies for 

the transitions from bonding site to bonding site axe given in table 4.1.

from site ... to site ... activation energy E ^ j

I II 0.33 eV
II I 0.14 eV
II III 0.46 eV
III II 0.16 eV

TA BLE 4.1 The activation energies for the transitions from bonding site to 
bonding site. An activation energy E{ f  for a hop from a given initial site i to 
a given final site /  is defined as the difference in the total energy at the initial 
site Ei and the total energy Ê g'Jddle saddle point between the initial
and final sites: E{ j  = — E{. Since E{ is generally not equal to E f.  the
activation energy for a hop from site i to site /  is generally not equal to the 
activation energy for the hop going the other way. This explains why 
is not equal to £’/ / _ / .  Hops from site 1 to site III and vice-versa axe excluded 
because these sites are not adjacent; site II is between sites I and III.
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4.3 Computational Strategy:

M onte Carlo Analysis of PAW Data

Given the data listed in table 4.1, it is possible to run a simple Monte Carlo^** 

simulation and thereby determine the effective adatom migration rate and diffusiv- 

ity. The algorithm used here is quite simple. It begins with the assumption that 

the Ga adatom sits in one of the three sites 1, II, or III, zis specified above. The 

adatom can make the following hops (corresponding activation energy given on the 

right):

I =4>-II F / _ / / =  0.33eV (4.1)

II = >  I E[j_[  =  0.14eV (4.2)

II III E11—III — 0.46eV (4.3)

III =>■ II =  0.16eV (4.4)

The hopping rate for a given transition is assumed to have the Arrhenius form

r =  (4.5)

where E  is the relevant activation energy (as given in table 4.1) The hopping at

tempt frequency uq is set equal to the frequency of a 2-dimensional harmonic os

cillator: no =  2kT /h  At a simulation temperature of 200° C, the hopping rates 

are:

r / _ / /  = 6xl0®s“  ̂ (4.6)

r / /_/=6.35xl0^^s~^ (4.7)

^I I - I I I  = 2.48xlO*s-l (4.8)
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=  3.89x10^^8-^ (4.9)

Before we can begin the calculations, we must determine the total hopping rate at 

each site. This quantity is obtained by adding the rates for all possible hops at 

each site. An adatom at site I can hop to one of two neighboring sites of type II. 

Therefore the total hopping rate at site I is

Ti =  2 r /_ / /  =  12xl0®s-^ (4.10)

An adatom at site II can either hop to site I or it can hop to one of two sites of 

type III. Therefore the total hopping rate there is

T i i  = r i i_ i  +  2 r / /_ / / /  =  6.36x10^^“ .̂ (4.11)

Adatoms at site III can hop to one of two sites of type II. Therefore, the total 

hopping rate is

T i n  = =  T.SxlO^^s-^ (4.12)

For sites I and III, a random coin flip determines into which of the two equivalent 

neighboring sites the adatom hops. For site III, the probability that a hop will take 

the adatom to site II is just

PII - I  =  (4.13)

The probability that the hop will take the adatom  to either of the neighboring sites 

of type III is

PII-I I I  = • (4.14)
2 / /

The time that the adatom spends at a particular site i is given by

A<.- =  - ^ 3 ^ ,  (4.1.5)
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where Q is simply a random number from 0 to 1.

The algorithm outlined above was implemented and run for a large number 

of trials. The average displacement and mean square displacement were then de

termined as a function of time. The slope of these two curves yields the effective 

adatom migration rate and diffusivity, respectively.

4.4 Results: M onte Carlo Results

Our Monte Carlo simulations predict that Ga adatom diffusion on this surface at 

200° C is essentially symmetric with a diffusion coefficient of Dx =  8 x 10~^cm^/s in 

the x-direction and a diffusion coefficient of =  7 x 10“ ^cm^/s in the y-direction.f

The apparent symmetry of diffusion is somewhat surprising considering the 

significant asymmetry of the original Ga adatom potential energy map. A close 

examination of the Monte Carlo data  yields the explanation. At the temperature 

of the simulation (200° C), the adatom spends 98% of the time in type I sites. 

Adatoms at site II will make the transition to site I 99.92% of the time as opposed 

to 0.08% for the transition from II to III. Basically, an adatom cannot proceed very 

far down the path between the dimer rows without being pulled into the deep well 

at site I.

If the Ga concentration on the surface increases beyond a certain point, then 

sites of type I will naturally begin to fill up. Although no ab-initio calculations 

have been performed for this situation, we can perform a Monte Carlo simulation 

approximating this condition by simply assuming that site I is always occupied.

t To our knowledge, there are no experimental or Monte Carlo based estimates of the 
hopping rates or diffusion coefficients for this reconstruction.^®
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If this is the case, Ga adatoms can only travel in the trough between the dimer 

rows and the problem reduces to one-dimension. The diffusion coefficient is then 

D = 3.9 X IO~^cm^/s, which is two orders of magnitude higher than the dilute case 

discussed in the paragraph above.
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CHAPTER 5 

PAW AND THE LOCAL DENSITY OF STATES

5.0 Introduction

In this chapter we will present the details of a calculation of the local density 

of states for the Si(001)-(2xl) surface. We will show below that the local density of' 

states can be directly related to experimental results found using scanning tunneling 

microscopy (STM) and scanning tunneling spectroscopy (STS).

5.1 LDOS, STM, and STS

Within certain approximations, both the STM tunneling current and the scan

ning tunneling spectroscopy (STS) signal can be simply related to the local density 

of states. The local density of states is defined as

g ( E , f ) =  Y ,  (5.1)

The tunneling current is^

states i 

,39

ISTM =  27T ^  f{Ei)[l  -  f { E j  + V) ] \Mi j f 6{Ei  -  Ej),  (5.2)
states i j
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where f{Ei)  is the occupation of state i of the tip, and E(, Ej  are the energies 

of states i and j  of the tip and surface, respectively. M{j  is the tunneling matrix 

element given by

M i j  =  ( ^ r v ^ y  -  $yV $T ), (5.3)

In the limit of small temperature and small voltage, this reduces to

ISTM = ‘>-^V E  W i , j f S { E i - E ; ) S { E j - E ; )  (5.4)
states i j

In the case of a perfectly localized and perfectly non-intrusive probe, this reduces 

still further: ̂

I s T M ^ 9 { E , P j =  \ ^ i { P j \ ^ 8 { E i - E f ) .  (5.5)
states i

Alternately, the local density of states can be related to the scanning tunneling 

spectroscopy signai. Feenstra'^® has shown that the local density of states is ap

proximated by the measured normalized differential conductance (NDC):

(5.6)
V=V,

Where is the sample voltage and Ey is the Fermi energy of the sample.

5.2 PAW and LDOS

Within the PAW formalism, it is a simple m atter to generate the local density 

of states. First, we must generate the self-consistent potential as well as

the terms + and | _ |

Together with the kinetic energy operator j  these terms can be used to form the

PAW Hamiltonian and overlap operator. Once this has been done the generalized
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matrix eigenvalue problem is set up and solved. The resultant wave functions are 

then used to form the density of states according to equation (5.1). The integration 

over the Brillouin zone was acccomplished using the tetrahedron method'^^ and 

256 k-points in the irreducible Brillouin zone. Due to the low-symmetry of this 

structure, the irreducible Brillouin zone constitutes half of the complete Brillouin 

zone. The k-points are on a regular k-space grid which is shifted from F by half the 

grid spacing in each of the kx-, ky, and kz directions. This shift removes possible 

high-symmetry point degeneracies from the k-space integration.

A plot of an isosurfacef of the density of states is essentially equivalent (see 

equation (5.5)) to a constant current topography (CCT) obtained with an STM. 

In contrast, a plot of the density of states at a constant height above the surface 

yields a function which is analogous to an STS image.

5.3 LDOS: Results

In Figures 5.1 and 5.2, we have plotted the local density of states in a plane 

at a height of 1.5Â above the atomic center of the up-atom of the buckled dimer 

on the Si(001)-(2xl) surface. Figure 5.1 shows the local density of states evaluated 

at an energy of 0.82 eV below the highest occupied level. At this energy, a peak 

occurs in the local density of states above the up-atom in the dimer. At this energy 

the down-atom in the dimer does not make a significant contribution to the LDOS. 

Figure 5.2 shows the LDOS evaluated at an energy of 0.4 eV above the highest 

occupied level. At this energy, two peaks occur in the LDOS; one is above the

t By “isosurface” we mean a three dimensional plot of the (x,y,z) coordinates such 
that the local density of states g { E . x , y , z )  is a constant.
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down-atom and the other is above the up-atom. As a result, at this energy both 

atoms in the dimer axe plainly visible in the local density of states.

The PAW data shares certain qualitative features with the earlier tight-binding 

results of Molotkov et In both the PAW data and Molotkov’s data, there is

a valence band peaJc in the local density of states associated with the up atom in 

the buckled dimer. PAW puts this peak at an energy 0.82 eV below the highest 

occupied level while Molotkov’s tight-binding model places this peak 1.4 eV below 

the highest occupied level (0.58 eV lower than PAW). Additionally, both PAW and 

Molotkov’s tight-binding method predict nearly coincident up-atom and down-atom 

peaks at energies a few tenths of an eV above the valence band maximum. The 

PAW data gives the energies of both the up-atom and down-atom peaks as 0.4 eV 

above the highest occupied level while Molotkov’s data has these peaks at 0.6 eV 

(0.2 eV higher than predicted by PAW).
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F IG U R E  5.1 Contour plot of the local density of states (LDOS) above 
the Si(001)-(2xl) surface evaluated at an energy of -0.82 eV with respect to 
the highest occupied state. At this energy, the up atom in the buckled dimer 
shows up in the LDOS but the down atom does not. Four unit cells are shown. 
These unit cells are identical to those shown in Figure 3.2. The positions of 
the atoms in the layer below the dimer layer are shown as gray circles. The 
x-y coordinates are given in units of Bohr. The lowest contour line is at 0.01
Iq ^Ry  ̂ and the contour step is 0.01 Ug ^Ry  The highest contour (at the 
center of the concentric rings) is at 0.14 Ry~^.
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F IG U R E  5.2 Contour plot of the local density of states (LDOS) above 
the Si(001)-(2xl) surface evaluated at an energy of 0.4 eV with respect to 
the highest occupied state. At this energy, both up and down atoms in the 
buckled dimer show up in the LDOS. Four unit cells are shown. These unit 
cells are identical to those shown in Figure 3.2. The up atom is on the right 
side of each unit cell. The positions of the atoms in the layer below the dimer 
layer are shown as gray circles. The x-y coordinates are given in units of Bohr. 
The lowest contour line is at 0.002 OQ^Ry~^ ajid the contour step is 0.002 
aQ^Ry~^.  The higest contour step (at the center of the concentric rings about 
the up atom) is at 0.020 ÜQ^Ry~^.
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CHAPTER 6 
PAW AND DIELECTRIC FUNCTIONS

6.0 Introduction

In this chapter we present the details of the first ever calculation of optical 

properties using the PAW formalism. The subject of our calculations will be bulk 

Si and GaAs. Agreement with experiment and previous theoretical calculations is 

good, indicating that PAW is capable of a wide variety of calculations.

6.1 PAW OPTICS

Adler and Wiser'^^’'̂ '* have derived, within the RPA, the following expression

for the dielectric response matrix:

En\q +  G\\q +  G'\ ^ , E A k  +  -  E n { k )  +  m
K,n,n' (6.1)

+  G) ■ >

X + G') • ,
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where G and G '  «ire reciprocal lattice vectors, n is a band index, En(k) is the energy 

of the nth state with wave vector k and is the volume of the unit cell. The PAW 

version of the required matrix element is

R *.i

X +  G) • -  (çif^|~“^Vxp[z(ç +  G) ■
\  *T-n. i,/c j,it

(6.2 )

If G = G' = 0 and in the limit that ç —» 0, the imaginary part of equation (6.1) is 

simply

n,n'

In our calculations of the dielectric functions of Si and GaAs we used equation (6.3). 

The integration over the Brillouin zone was acccomplished using the tetrahedron 

rnethod^l and 110 k-points in the irreducible Brillouin zone. The k-points are on 

a regular k-space grid which is shifted from F by half the grid spacing in each of 

the kx, ky, and 6, directions. This shift removes possible high-symmetry point 

degeneracies from the k-space integration. These degeneracies can cause difficulties 

because wavefunctions with differing symmetries but the same eigenvalue may be 

given equal weights in the integration.

To test the accuracy of the calculations the f-sum rule was checked and was 

found to be 1.035 for Si and 1.03 for GaAs. The results of our calculations are 

shown in figures 6.1 and 6.2. The PAW results agree well with both the earlier 

LMTO results"^^ and with experiment.'*®
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£, of Si with 110 k_points

Expt.
All-electron LMTO (0.6 eV shift) 
PAW (0.66 eV shift)

70

60

4 62 8 10 12 1614
Energy (eV)

F IG U R E  6.1 The imaginary part of the dielectric function for Si as cal
culated by PAW, full potential LMTO and as measured by experiment. The 
experimental data is from reference Ref. 46. The LMTO data is from reference 
Ref. 45. PAW agrees extremely well with both experiment and LMTO. The 
calculated PAW band gap is 0.06 smaller than the LMTO calculated band 
gap. As a result, the PAW dielectric function was shifted 0.06 eV to the right 
with respect to the LMTO calculated curve. 110 k-points were used in the 
Brillouin zone integration.
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Ej of GaAs with 110 k-points

40

“ Expt.
•• All-electron LMTO (0.82 eV shift] 
- PAW (0.90 eV shift)

0 5 10 15 20
Energy (eV)

FIGURE 6.2 The imaginary part of the dielectric function for GaAs as cal
culated by PAW, full potential LMTO and as measured by experiment. PAW 
agrees extremely well with both experiment and LMTO. The experimental 
data is from reference Ref. 46. The LMTO data is from reference Ref. 45. The 
calculated PAW band gap is 0.08 smaller than the LMTO calculated band 
gap. As a result, the PAW dielectric function was shifted 0.08 eV to the right 
with respect to the LMTO calculated curve. 110 k-points were used in the 
Brillouin zone integration.

87



CHAPTER 7 

CONCLUSIONS AND FUTURE RESEARCH

7.0 Advertisement

In an effort to advance our knowledge of the physics of GaAs and Si surfaces 

we have employed a new theoretical formalism, PAW, to investigate the electronic 

properties, structural details, and diffusion mechanisms of these systems. In this 

concluding chapter, we will first summarize our results and then move on to a 

discussion of possible future research.

7.1 Summary of Dissertation Results

We began our study with a determination of the ground state geometries of the 

GaAs(100)-c(4x4), GaAs(I00)-c(2x2), and Si(001)-(2xl) surfaces. All calculated 

geometries were found to agree well with earlier experimental and theoretical data. 

In order to give the reader some sense of the detailed physics of bonding on the 

GaAs surface, Pashley’s electron counting rule was introduced and applied to the 

GaAs(I00)-c(4x4) surface.

8 8



Next we performed a large ab-initio investigation of Ga adatom diifusion on 

the GaAs(100)-c(4x4) surface. The result of this calculation was a potential energy 

map for the Ga adatom over the whole surface. At first glance, this surface seemed 

to indicate that the Ga diffusion should be highly anisotropic, with the Ga adatoms 

freely traveling in the trough between the dimer rows but being hindered by large 

potential barriers and deep wells in the pathway through the missing dimer row. 

However, a Monte Carlo simulation using our calculated data  showed that this was 

not the case. In actuality, the Ga adatom can usually only travel a short distance 

along the trough between the dimer rows before fcdling into the well at site I. .A.s a 

result, Ga adatom diffusion on this surface is surprisingly isotropic.

Next we calculated the local density of states for the surface of Si(001)-c(2xl). 

The results were found to agree fairly well with the available published data in at 

least one important respect: the down dimer only shows up at high energies.

Finally, we calculated the bulk GaAs and Si dielectric functions. These calcu

lations were the first ever optical calculations done using PAW. Agreement with 

experiment and other theoretical methods was excellent. These calculations indi

cate that PAW, which previously had been used exclusively for ground state and 

molecular dynamics calculations, is fully capable of handling optics calculations.

1.2 Possible Future Research: Molecular Dynamics

In this work we have used Monte Carlo techniques to calculate diffusion data 

based on our Ga adatom potential energy surface. One other possibility is to use 

the calculated potential in a molecular dynamics simulation. One significant differ

ence between Monte Carlo simulations and Molecular Dynamics is that there is no
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conservation of momentum in standard Monte Carlo. In a full molecular dynamics 

simulation, atoms move according to the laws of claasicai dynamics and are subject 

to a position-dependent potential V{R).  In this sort of simulation, each atom has a 

well-defined position and momentum which evolve in time. Naturally, the behavior 

of an atom upon encountering a bonding site is a function of its initial momen

tum. On the other hand, in standard Monte Carlo simulations, atoms merely make 

transitions from state to state. As a result, each subsequent hop is independent of 

all previous hops. It would be very interesting to see what the hopping statistics 

predicted by Molecular Dynamics are compared to those predicted by Monte Carlo.

1.3 Possible Future Research: M ultiple Adatoms

Now that the diffusion of a single adatom on the GaAs(100)-c(4x4) surface 

has been properly characterized, it may be time to move on to more complicated 

systems. The simplest extension would be to occupy the most likely bonding site 

(site 1) with a Ga atom. Based on the data we already have, the occupation of this 

site should induce some fairly high anisotropy in the diffusion data.

1.4 Possible Future Research: Surface Optics

In principle, once an optics code has been created, the calculation of surface 

optics should be a simple matter. In practice, the large size of the unit cell forces 

the size of the Hamiltonian matrix to extraordinary size. In fact, for the GaAs( 100)- 

c(4x4) unit cell used here the Hamiltonian would occupy over a gigabyte in computer 

memory. As a result, the simple techniques we have used for the bulk must be
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abandoned and more intelligent (and memory conserving) algorithms must be used. 

The amount of progranuning for such a project would be great, but the final result 

would be worth the effort.
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APPENDIX  
Convergence Data

Convergence with respect to the number of iterations was checked by a two-step 

process. In the first step, the system is “cooled” by running a molecular dynamics 

simulation which incorporated a frictional force. This run is followed by a zero 

friction run. If the Kohn-Sham total energy is seen to vary by less than 0.001 

Hartrees during the zero friction run, then it can safely be assumed that the system 

has converged with respect to the number of iterations. If the observed variation 

in the total energy is found to be greater than 0.001 Hartrees then another run 

w ith  friction is done, followed by yet another run w ith o u t friction. The process is 

repeated until the ground state is found.

In a series of test, the convergence of the calculated energies of our model 

systems was checked with respect to plane wave cutoff, number of k-points used 

in the Brillouin zone integration, and vacuum interface thickness. The quantity of 

interest in convergence data analysis is the not the total energy but instead the 

difference between the total energies of two different structures a and b:

^ a ,6(p) =  Etotal,a{p) ~  ^to<a/,6(P)- (8.1)

The argument p is just some parameter of the calculation like plane wave cutoff,
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number of k-points, or vacuum interface thickness. If this difference does not change 

appreciably as a given calculational parameter p is increased, then convergence can 

reasonably be assumed. The standard rule is that if a substantial change in p 

results in a change in j(p) of 25meV or less then the system has almost certainly 

converged. This criterion is met in our tests.

In the tables that follow the total energies of the (GaAs(I00)-c(4x4) + Ga

adatom} system are given for a variety of plane wave cutoffs, vacuum interface

thicknesses and Brillouin zone integration schemes. These values are listed along 

with the changes 8a{p,p') in the total energy that result when the parameter p is 

changed:

âiP.p') = Etotal,aiP) ~ (8.2)

The “difference of the differences”

=  (^a(p,p') -  di(p,p')), (8.3)

between the changes in the total energy for two separate systems a and b gives 

a measure of the convergence. If this value is below 25meV then the system is 

converged to chemical accuracy.
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#
adatom
position

^otal  ~  ^surf.  
(1 k-point) 
(Hartrees)

"b ^adatom 
(4 k-point) 
(Hartrees)

Elfc — ^4* 
Difference 

(eV)

1 -244.03289
2 -243.97313 -244.02992 1.545
3 -243.97520 -244.02584 1.378
4 -243.95036 -244.00769 1.560
5 -243.99853 -244.04406 1.239
7 -243.95962 -244.01629 1.542
8 -243.95665 -244.01165 1.497
10 -243.95724 -244.01423 1.551
11 -243.96949 -244.02213 1.432
12 -243.93373 -243.99123 1.565
13 -243.94212 -243.99749 1.507
14 -243.96839 -244.02106 1.433
15 -243.98048 -244.03220 1.407
16 -243.94376 -244.00251 1.599
17 -243.95032 -244.00726 1.549
IS -243.95959 -244.01466 1.499
19 -243.96796 -244.01961 1.405
20 -243.97360 -244.02537 1.409
21 -243.95491 -244.01107 1.528
22 -243.96328 -244.01627 1.442
23 -243.95005 -244.00451 1.482

TABLE A .la  Raw data for the GaAs(100)-c(4x4) system at a plane wave 
cutoff of 5 Hartrees. The first column is the adatom position label (see figure
4.1 to find the x-y positions in the unit cell to which these labels refer). The 
second column is the total energy calculated using only the T point in the 
Brillouin zone integration. The third column is the total energy calculated 
using a Brillouin zone integration with four special points. The final column 
is the difference 6a(T, 4 t)  of the energies between the P-point and 4k-point 
calculations (see the beginning of this appendix for an explanation of the 
notation). The data in the third column (plane wave cutoff of 5 Hartrees, 4 
k-point integration routine) served as the primary data set for this study. This 
table is continued on the next page. An analysis this data appears in tables 
A.2a, A.2b, A.2c, and A.2d.
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#
adatom
position

^^atal ~  ^surf. 
(1 k-point) 
(Hartrees)

T ^adatom 
(4 k-point) 
(Hartrees)

E li  -  E4i 
Difference 

(eV)

25 -243.97422 -244.02601 1.409
26 -243.98902 -244.03864 1.350
27 -243.96537 -244.01879 1.454
28 -243.98367 -244.03443 1.381
29 -243.96220 -244.01716 1.496
30 -243.97086 -244.02231 1.400
31 -243.97389 -244.02421 1.369
32 -244.00793
33 -244.01720
34 -244.00837
35 -243.99883
36 -243.94996 -244.00523 1.504
37 -244.00739
38 -243.99712
39 -243.01318
40 -244.00206
41 -244.01713
42 -244.00726
43 -244.01256
44 -244.00958
45 -244.03431

TA B LE A .lb  Raw data for the GaAs(100)-c(4x4) system at a plane wave 
cutoff of 5 Hartrees. The first column is the adatom position label (see figure
4.1 to find the x-y positions in the unit cell to which these labels refer). The 
second column is the total energy calculated using only the F point in the 
Brillouin zone integration. The third column is the total energy calculated 
using a Brillouin zone integration with four special points. The final column 
is the difference of the energies between the F-point and 4k-point calculations 
(see the beginning of this appendix for an explanation of the notation). The 
data in the third column (plane wave cutoff of 5 Hartrees, 4 k-point integration 
routine) served as the primary data set for this study. This table is continued 
from the previous page. An analysis this data appears in tables A.2a, A.2b, 
A.2c, A.2d.
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2 3 4 5 7 8 10 11

2 0.000 -0.167 0.015 -0.306 -0.003 -0.049 0.005 -0.113
3 0.167 0.000 0.182 -0.139 0.164 0.119 0.173 0.054
4 -0.015 -0.182 0.000 -0.321 -0.018 -0.063 -0.009 -0.128
5 0.306 0.139 0.321 0.000 0.303 0.258 0.312 0.193
7 0.003 -0.164 0.018 -0.303 0.000 -0.045 0.009 -0.110
8 0.049 -0.119 0.063 -0.258 0.045 0.000 0.054 -0.064
10 -0.005 -0.173 0.009 -0.312 -0.009 -0.054 0.000 -0.118
11 0.113 -0.054 0.128 -0.193 0.110 0.064 0.118 0.000
12 -0.019 -0.187 -0.005 -0.326 -0.023 -0.068 -0.014 -0.132
13 0.039 -0.129 0.053 -0.268 0.035 -0.010 0.044 -0.074
14 0.112 -0.055 0.127 -0.194 0.109 0.063 0.118 -0.001
15 0.138 -0.029 0.153 -0.168 0.135 0.089 0.143 0.025
16 -0.053 -0.221 -0.039 -0.360 -0.057 -0.102 -0.048 -0.166
17 -0.004 -0.171 0.011 -0.310 -0.007 -0.053 0.001 -0.117
18 0.047 -0.121 0.062 -0.260 0.044 -0.002 0.052 -0.066
19 0.140 -0.027 0.155 -0.167 0.137 0.091 0.145 0.027
20 0.137 -0.031 0.151 -0.170 0.133 0.088 0.142 0.024
21 0.017 -0.150 0.032 -0.289 0.014 -0.032 0.023 -0.096
22 0.103 -0.064 0.118 -0.203 0.100 0.055 0.109 -0.010
23 0.063 -0.104 0.078 -0.243 0.060 0.015 0.069 -0.050
25 0.136 -0.031 0.151 -0.170 0.133 0.087 0.141 0.023
26 0.195 0.028 0.210 -0.111 0.192 0.146 0.201 0.082
27 0.092 -0.076 0.106 -0.215 0.088 0.043 0.097 -0.021
28 0.164 -0.003 0.179 -0.142 0.161 0.115 0.170 0.051
29 0.050 -0.118 0.064 -0.257 0.047 0.001 0.055 -0.063
30 0.145 -0.022 0.160 -0.161 0.142 0.097 0.151 0.032
31 0.176 0.009 0.191 -0.130 0.173 0.127 0.182 0.063
36 0.041 -0.126 0.056 -0.265 0.038 -0.007 0.047 -0.072

TA B LE A .2a Table of Aa j ( r ,  4fc) for the GaAs(100)-c(4x4) system. The 
“difference of the differences” A^*(T,4A;) =  (6a(r,4 t) — 46)) for a given
set of adatom positions a and b is found at the ath row and 6th column. 
A ^*(r,46) is given in eV. A quick glance at this table indicates that conver
gence has not been reached using a F-point Brillouin zone integration. In light 
of this data, we performed all of our calcualations using a 4 special k-points. 
See figure 4.1 to find the x-y positions in the unit cell to which these labels 
refer). This table is continued on the next page.
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12 13 14 15 16 17 18 19

2 0.019 -0.039 -0.112 -0.138 0.053 0.004 -0.047 -0.140
3 0.187 0.129 0.055 0.029 0.221 0.171 0.121 0.027
4 0.005 -0.053 -0.127 -0.153 0.039 -0.011 -0.062 -0.155
5 0.326 0.268 0.194 0.168 0.360 0.310 0.260 0.167
7 0.023 -0.035 -0.109 -0.135 0.057 0.007 -0.044 -0.137
8 0.068 0.010 -0.063 -0.089 0.102 0.053 0.002 -0.091
10 0.014 -0.044 -0.118 -0.143 0.048 -0.001 -0.052 -0.145
11 0.132 0.074 0.001 -0.025 0.166 0.117 0.066 -0.027
12 0.000 -0.058 -0.131 -0.157 0.034 -0.015 -0.066 -0.159
13 0.058 0.000 -0.073 -0.099 0.092 0.043 -0.008 -0.101
14 0.131 0.073 0.000 -0.026 0.165 0.116 0.065 -0.028
15 0.157 0.099 0.026 0.000 0.191 0.142 0.091 -0.002
16 -0.034 -0.092 -0.165 -0.191 0.000 -0.049 -0.100 -0.193
17 0.015 -0.043 -0.116 -0.142 0.049 0.000 -0.051 -0.144
18 0.066 0.008 -0.065 -0.091 0.100 0.051 0.000 -0.093
19 0.159 0.101 0.028 0.002 0.193 0.144 0.093 0.000
20 0.156 0.098 0.024 -0.001 0.190 0.141 0.090 -0.003
21 0.036 -0.021 -0.095 -0.121 0.070 0.021 -0.030 -0.123
22 0.123 0.065 -0.009 -0.035 0.157 0.107 0.057 -0.036
23 0.083 0.025 -0.049 -0.075 0.117 0.067 0.017 -0.076
25 0.155 0.097 0.024 -0.002 0.189 0.140 0.089 -0.004
26 0.214 0.156 0.083 0.057 0.248 0.199 0.148 0.055
27 0.111 0.053 -0.020 -0.046 0.145 0.096 0.045 -0.048
28 0.183 0.125 0.052 0.026 0.217 0.168 0.117 0.024
29 0.069 0.011 -0.062 -0.088 0.103 0.054 0.003 -0.090
30 0.165 0.107 0.033 0.007 0.199 0.149 0.099 0.005
31 0.195 0.137 0.064 0.038 0.229 0.180 0.129 0.036
36 0.061 0.003 -0.071 -0.097 0.095 0.045 -0.005 -0.099

TABLE A .2b Table of Aq j(r,4fc) for the GaAs(100)-c(4x4) system. The 
“difference of the differences” A^*(r,4fc) =  (6a(T,4A:) — Si,{T,4k)) for a given 
set of adatom positions a and b is found at the ath row and 6th column. 
A^^(r,4Ar) is given in eV. A quick glance at this table indicates that conver
gence has not been reached using a T-point Brillouin zone integration. In light 
of this data, we performed all of our calcualations using a 4 special k-points. 
See figure 4.1 to find the x-y positions in the unit cell to which these labels 
refer). This table is continued from the previous page.
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20 21 22 23 25 26 27 28

2 -0.137 -0.017 -0.103 -0.063 -0.136 -0.195 -0.092 -0.164
3 0.031 0.150 0.064 0.104 0.031 -0.028 0.076 0.003
4 -0.151 -0.032 -0.118 -0.078 -0.151 -0.210 -0.106 -0.179
5 0.170 0.289 0.203 0.243 0.170 0.111 0.215 0.142
7 -0.133 -0.014 -0.100 -0.060 -0.133 -0.192 -0.088 -0.161
8 -0.088 0.032 -0.055 -0.015 -0.087 -0.146 -0.043 -0.115
10 -0.142 -0.023 -0.109 -0.069 -0.141 -0.201 -0.097 -0.170
11 -0.024 0.096 0.010 0.050 -0.023 -0.082 0.021 -0.051
12 -0.156 -0.036 -0.123 -0.083 -0.155 -0.214 -0.111 -0.183
13 -0.098 0.021 -0.065 -0.025 -0.097 -0.156 -0.053 -0.125
14 -0.024 0.095 0.009 0.049 -0.024 -0.083 0.020 -0.052
15 0.001 0.121 0.035 0.075 0.002 -0.057 0.046 -0.026
16 -0.190 -0.070 -0.157 -0.117 -0.189 -0.248 -0.145 -0.217
17 -0.141 -0.021 -0.107 -0.067 -0.140 -0.199 -0.096 -0.168
18 -0.090 0.030 -0.057 -0.017 -0.089 -0.148 -0.045 -0.117
19 0.003 0.123 0.036 0.076 0.004 -0.055 0.048 -0.024
20 0.000 0.119 0.033 0.073 0.001 -0.059 0.045 -0.027
21 -0.119 0.000 -0.086 -0.046 -0.119 -0.178 -0.075 -0.147
22 -0.033 0.086 0.000 0.040 -0.033 -0.092 0.012 -0.061
23 -0.073 0.046 -0.040 0.000 -0.073 -0.132 -0.028 -0.101
25 -0.001 0.119 0.033 0.073 0.000 -0.059 0.044 -0.028
26 0.059 0.178 0.092 0.132 0.059 0.000 0.103 0.031
27 -0.045 0.075 -0.012 0.028 -0.044 -0.103 0.000 -0.072
28 0.027 0.147 0.061 0.101 0.028 -0.031 0.072 0.000
29 -0.087 0.033 -0.054 -0.014 -0.086 -0.145 -0.042 -0.114
30 0.009 0.128 0.042 0.082 0.009 -0.050 0.054 -0.019
31 0.039 0.159 0.073 0.113 0.040 -0.019 0.084 0.012
36 -0.095 0.024 -0.062 -0.022 -0.095 -0.154 -0.050 -0.123

TA B LE A .2c Table of Aa 5(F ,4A:) for the GaAs(100)-c(4x4) system. The 
“difference of the differences” 4^) =  (<5a(F, 4A:) — 6^(F,4A;)) for a given
set of adatom positions a and b is found at the ath row and 6th column. 
A ^ \ f ,  4Â:) is given in eV. A quick glance at this table indicates that conver
gence has not been reached using a F-point Brillouin zone integration. In light 
of this data, we performed all of our calcualations using a 4 special k-points. 
See figure 4.1 to find the x-y positions in the unit cell to which these labels 
refer). This table is continued from the previous page.
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29 30 31 32 33 34 35 36

2 -0.050 -0.145 -0.176 -0.041
3 0.118 0.022 -0.009 0.126
4 -0.064 -0.160 -0.191 -0.056
5 0.257 0.161 0.130 0.265
7 -0.047 -0.142 -0.173 -0.038
8 -0.001 -0.097 -0.127 0.007
10 -0.055 -0.151 -0.182 -0.047
11 0.063 -0.032 -0.063 0.072
12 -0.069 -0.165 -0.195 -0.061
13 -0.011 -0.107 -0.137 -0.003
14 0.062 -0.033 -0.064 0.071
15 0.088 -0.007 -0.038 0.097
16 -0.103 -0.199 -0.229 -0.095
17 -0.054 -0.149 -0.180 -0.045
18 -0.003 -0.099 -0.129 0.005
19 0.090 -0.005 -0.036 0.099
20 0.087 -0.009 -0.039 0.095
21 -0.033 -0.128 -0.159 -0.024
22 0.054 -0.042 -0.073 0.062
23 0.014 -0.082 -0.113 0.022
25 0.086 -0.009 -0.040 0.095
26 0.145 0.050 0.019 0.154
27 0.042 -0.054 -0.084 0.050
28 0.114 0.019 -0.012 0.123
29 0.000 -0.096 -0.126 0.008
30 0.096 0.000 -0.031 0.104
31 0.126 0.031 0.000 0.135
32
33
34
35
36 -0.008 -0.104 -0.135 0.000

TA B LE A .2d Table of A^ biV^ik) for the GaAs(100)-c(4x4) system. The 
“difference of the differences” A^^(F,4A;) =  (<5a(r,4A:) — 6b{T,Ak)) for a given 
set of adatom positions a and b is found at the ath row and 6th column. 
A ^^(r. 46) is given in eV. A quick glance at this table indicates that conver
gence has not been reached using a F-point Brillouin zone integration. In light 
of this data, we performed all of our calcualations using a 4 special k-points. 
See figure 4.1 to find the x-y positions in the unit cell to which these labels 
refer). This table is continued from the previous page.
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# ^tatal — ^surf. "h ^adatom ^7Ry-4k -  ^ 7 R y - m
adatom (7Ry - F) (7Ry - 4k) (7Ry - 16k) Difference
position (Hartrees) (Hartrees) (Hartrees) (eV)

29 -243.58019 -243.64602 -243.65420 0.218
30 -243.58838 -243.65052 -243.65840 0.214

TA B L E  A .3 The total energies of the {GaAs(100)-c(4x4) +  Ga adatom} 
system for Brillouin zone integration schemes using F-point, 4 special k-points, 
and 16 special k-points. The same atomic positions were used for the data 
points at 4 k-points and 16 k-points. The difference 6g(4t, 166) is shown in 
the column on the extreme right. The “difference of the differences”

^^29,6=30^^^ 166) =  (6^=29(46 , 166) -  ^6=30(46, 166)) =  0.004eV,

indicating excellent convergence. See figure 4.1 to find the x-y positions in the 
unit cell to which these labels refer.
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#
adatom
position

Efofa/ ~  ^ s u r f .  "b ^adatom  
(lO R y-F) (20Ry - F) 
(Hartrees) (Hartrees)

^5 E h  -  ^10E„  
Difference 

(eV)

2 -243.97313 -244.08184 2.958
3 -243.97520 -244.08418 2.966
4 -243.95036 -244.05938 2.967
5 -243.99853 -244.10801 2.979
7 -243.95962 -244.06877 2.970
9 -243.95924 -244.06841 2.971
10 -243.95725 -244.06658 2.975
11 -243.96949 -244.07867 2.971
12 -243.93373 -244.04255 2.961
13 -243.94213 -244.05096 2.961
14 -243.96839 -244.07713 2.959
15 -243.98048 -244.08959 2.969
16 -243.94376 -244.05266 2.963
17 -243.95032 -244.05944 2.969
18 -243.95959 -244.06875 2.970
19 -243.96796 -244.07703 2.968
20 -243.97360 -244.08263 2.967
23 -243.95005 -244.05907 2.967
29 -243.96220 -244.07113 2.964
30 -243.97086 -244.07956 2.958
31 -243.97389 -244.08259 2.958
32 -243.94598 -244.05493 2.965
33 -243.96377 -244.07269 2.964

TABLE A .4 Raw data for the GaAs(100)-c(4x4) system at plane wave cutoffs 
of 5 and 10 Hartrees. This data was calculated using F-point sampling of the 
Brillouin zone. The first column is the adatom position label (see figure 4.1 to 
find the x-y positions in the unit cell to which these labels refer). The second 
column is the total energy calculated using a plane wave cutoff of 5 Hartrees. 
The third column is the total energy calculated using a plane wave cutoff of 10 
Hartrees. The final column is the difference 10) of the energies between 
the 5 Hartree and 10 Hartree calculations (see the beginning of this appendix 
for an explanation of the notation). An analysis this data appears in tables 
A.4a, A.4b, A.4c.
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2 3 4 5 7 9 10 11

2 0.000 0.007 0.008 0.021 0.012 0.013 0.017 0.013
3 -0.007 0.000 0.001 0.014 0.005 0.005 0.010 0.005
4 -0.008 -0.001 0.000 0.013 0.004 0.004 0.008 0.004
5 -0.021 -0.014 -0.013 0.000 -0.009 -0.008 -0.004 -0.008
7 -0.012 -0.005 -0.004 0.009 0.000 0.001 0.005 0.001
9 -0.013 -0.005 -0.004 0.008 -0.001 0.000 0.004 0.000
10 -0.017 -0.010 -0.008 0.004 -0.005 -0.004 0.000 -0.004
11 -0.013 -0.005 -0.004 0.008 -0.001 -0.000 0.004 0.000
12 -0.003 0.004 0.005 0.018 0.009 0.010 0.014 0.010
13 -0.003 0.004 0.005 0.018 0.009 0.009 0.014 0.010
14 -0.001 0.007 0.008 0.020 0.011 0.012 0.016 0.012
1.5 -0.011 -0.004 -0.002 0.010 0.001 0.002 0.006 0.002
16 -0.005 0.002 0.003 0.016 0.007 0.007 0.012 0.008
17 -0.011 -0.004 -0.003 0.010 0.001 0.001 0.006 0.002
IS -0.012 -0.005 -0.004 0.009 -0.000 0.000 0.005 0.001
19 -0.010 -0.002 -0.001 0.011 0.002 0.003 0.007 0.003
20 -0.009 -0.001 -0.000 0.012 0.003 0.004 0.008 0.004
23 -0.008 -0.001 0.000 0.013 0.004 0.004 0.008 0.004
29 -0.006 0.001 0.002 0.015 0.006 0.007 0.011 0.007
30 0.000 0.008 0.009 0.021 0.012 0.013 0.017 0.013
31 0.000 0.008 0.009 0.021 0.012 0.013 0.017 0.013
32 -0.007 0.001 0.002 0.014 0.005 0.006 0.010 0.006
33 -0.006 0.002 0.003 0.015 0.006 0.007 0.011 0.007

TA B LE A .5a  Table of the “difference of the differences” Â , \QEfj) in
units of eV for the {GaAs(100)-c(4x4) +  Ga adatom} system. The “difference 
of the differences” A^^(5£’/ f , ) =  (5a(5E^, lOE/y) — ))
for a given set of adatom positions a and b is found at the ath row and 6th 
column. lOEff) is given in eV. A quick glance at this table indicates
that convergence has been reached using 5 Hartrees. In light of this data, we 
performed all of our calcualations using a plane wave cutoff of 5 Hartrees. See 
figure 4.1 to find the x-y positions in the unit cell to which these labels refer). 
This table is continued on the next page.
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12 13 14 15 16 17 18 19

2 0.003 0.003 0.001 0.011 0.005 0.011 0.012 0.010
3 -0.004 -0.004 -0.007 0.004 -0.002 0.004 0.005 0.002
4 -0.005 -0.005 -0.008 0.002 -0.003 0.003 0.004 0.001
5 -0.018 -0.018 -0.020 -0.010 -0.016 -0.010 -0.009 -0.011
7 -0.009 -0.009 -0.011 -0.001 -0.007 -0.001 0.000 -0.002
9 -0.010 -0.009 -0.012 -0.002 -0.007 -0.001 -0.000 -0.003
10 -0.014 -0.014 -0.016 -0.006 -0.012 -0.006 -0.005 -0.007
11 -0.010 -0.010 -0.012 -0.002 -0.008 -0.002 -0.001 -0.003
12 0.000 0.000 -0.002 0.008 0.002 0.008 0.009 0.007
13 -0.000 0.000 -0.002 0.008 0.002 0.008 0.009 0.007
14 0.002 0.002 0.000 0.010 0.004 0.010 0.011 0.009
15 -0.008 -0.008 -0.010 0.000 -0.006 0.000 0.001 -0.001
16 -0.002 -0.002 -0.004 0.006 0.000 0.006 0.007 0.005
17 -0.008 -0.008 -0.010 -0.000 -0.006 0.000 0.001 -0.001
18 -0.009 -0.009 -0.011 -0.001 -0.007 -0.001 0.000 -0.002
19 -0.007 -0.007 -0.009 0.001 -0.005 0.001 0.002 0.000
20 -0.006 -0.005 -0.008 0.002 -0.004 0.002 0.004 0.001
23 -0.005 -0.005 -0.008 0.002 -0.003 0.003 0.004 0.001
29 -0.003 -0.003 -0.005 0.005 -0.001 0.005 0.006 0.004
30 0.003 0.004 0.001 0.011 0.005 0.011 0.013 0.010
31 0.003 0.004 0.001 0.011 0.005 0.011 0.013 0.010
32 -0.004 -0.003 -0.006 0.004 -0.001 0.005 0.006 0.003
33 -0.003 -0.002 -0.005 0.005 -0.001 0.005 0.007 0.004

TA BLE A .5b Table of the “difference of the differences” ) in
units of eV for the {GaAs(100)-c(4x4) +  Ga adatom} system. The “difference 
of the differences” A^^{5Eff , lOEff)  = {Sa{5Eff,lOEff) — lOE//^))
for a given set of adatom positions a ajid b is found at the a th  row and 6th 
column. A^^ iSE f f ,  lOE^) is given in eV. A quick glance at this table indicates 
that convergence has been reached using 5 Hartrees. In light of this data, we 
performed all of our calcualations using a plane wave cutoff of 5 Hartrees. See 
figure 4.1 to find the x-y positions in the unit cell to which these labels refer). 
This table is continued from the previous page.
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20 23 29 30 31 32 33

2 0.009 0.008 0.006 -0.000 -0.000 0.007 0.006
3 0.001 0.001 -0.001 -0.008 -0.008 -0.001 -0.002
4 0.000 0.000 -0.002 -0.009 -0.009 -0.002 -0.003
5 -0.012 -0.013 -0.015 -0.021 -0.021 -0.014 -0.015
7 -0.003 -0.004 -0.006 -0.012 -0.012 -0.005 -0.006
9 -0.004 -0.004 -0.007 -0.013 -0.013 -0.006 -0.007
10 -0.008 -0.008 -0.011 -0.017 -0.017 -0.010 -0.011
11 -0.004 -0.004 -0.007 -0.013 -0.013 -0.006 -0.007
12 0.006 0.005 0.003 -0.003 -0.003 0.004 0.003
13 0.005 0.005 0.003 -0.004 -0.004 0.003 0.002
14 0.008 0.008 0.005 -0.001 -0.001 0.006 0.005
15 -0.002 -0.002 -0.005 -0.011 -0.011 -0.004 -0.005
16 0.004 0.003 0.001 -0.005 -0.005 0.001 0.001
17 -0.002 -0.003 -0.005 -0.011 -0.011 -0.005 -0.005
18 -0.004 -0.004 -0.006 -0.013 -0.013 -0.006 -0.007
19 -0.001 -0.001 -0.004 -0.010 -0.010 -0.003 -0.004
20 0.000 -0.000 -0.003 -0.009 -0.009 -0.002 -0.003
23 0.000 0.000 -0.002 -0.009 -0.009 -0.002 -0.003
29 0.003 0.002 0.000 -0.006 -0.006 0.001 -0.000
30 0.009 0.009 0.006 0.000 0.000 0.007 0.006
31 0.009 0.009 0.006 0.000 0.000 0.007 0.006
32 0.002 0.002 -0.001 -0.007 -0.007 0.000 -0.001
33 0.003 0.003 0.000 -0.006 -0.006 0.001 0.000

TA B LE A.5c Table of the “difference of the differences” lOE// ) in
units of eV for the {GaAs(100)-c(4x4) +  Ga adatom} system. The “difference 
of the differences” A.^{5Ef{ , lOEff)  =  {6a{5Eff,lQEff) — 6ij{5Ej{,lOEu)) 
for a given set of adatom positions a and b is found at the ath row and 6th 
column. A ^ { 5 E f f ,  lOEff) is given in eV. A quick glance at this table indicates 
that convergence has been reached using 5 Hartrees. In light of this data, we 
performed all of our calcualations using a plane wave cutoff of 5 Hartrees. See 
figure 4.1 to find the x-y positions in the unit cell to which these labels refer). 
This table is continued from the previous page.
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# Etota/ — ^surf. "b ^adatom ElOÆy-4Ar “  ^20Ry-Ak
adatom (lORy - 4k) (20Ry - 4k) Difference
position (Hartrees) (Hartrees) (eV)

3 -244.02584 -244.13197 2.888
7 -244.01629 -244.12258 2.892

TA B LE A .6 Raw data for the GaAs(100)-c(4x4) system at plane wave cutoffs 
of 5 and 10 Hartrees. This data was calculated using 4 k-point sampling of 
the Brillouin zone. The first column is the adatom position label (see figure
4.1 to find the x-y positions in the unit cell to which these labels refer). The 
second column is the total energy calculated using a plane wave cutoff of 
•5 Hartrees. The third column is the total energy calculated using a plane 
wave cutoff of 10 Hartrees. The final column is the difference 6g(5,10) of the 
energies between the 5 Hartree and 10 Hartree calculations (see the beginning 
of this appendix for an explanation of the notation), the “difference of the 
differences” lOEff) =  {6^=z{5Eh , IOEh ) - 6b=j{5EH, lOE/y)
is just 0.004 eV, indicating convergence has been reached.
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# ^Hotal ~  ^ s u r f .  "b ^adatom El8a„ -  Ei3a^
adatom (lORy - 4k) (18oo) (lORy - 4k) (13a<,) Difference
position (Hartrees) (Hartrees) (eV)

29 -244.01716 -244.01681 0.010
30 -244.02231 -244.02154 0.021

TA BLE A .7 Raw data for the GaAs(100)-c(4x4) system for vacuum inter
face thicnesses of 13 Oo and ISflo- This data  was calculated using 4 k-point 
sampling of the Brillouin zone and a plane wave cutoff of 5 Hartrees. The 
first column is the adatom position label (see figure 4.1 to find the x-y po
sitions in the unit cell to which these labels refer). The second column is 
the total energy calculated using a vacuum interface thicness of 18 Og. The 
second column is the total energy calculated using a vacuum interface thic
ness of 13 Oo- The final column is the difference 6o(13oo, 18 Oo) of the en
ergies between the 13 Oq and 18 Oo calculations (see the beginning of this 
appendix for an explanation of the notation), the “difference of the differ
ences” 13Co, 18flo) =  (^0=29(13Oo, ISoo) — ^6=30(13ao, 18flo) is
just 0.011 eV, indicating convergence has been reached. Despite this conver
gence, we performed all calculations, except some of the convergence tests, 
using a vacuum interface thicness of 18 Oq.
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# ^otal  — ^surf. d" ^adatom ^ilayers ^Slayers
adatom (7Ry - F) (4 layers) (7Ry - F) (8 layers) Difference
position (Hartrees) (Hartrees) (Hartrees)

29 -244.58019 -385.05244 140.47225
30 -244.58838 -385.06048 140.47210

TA B LE A .8  Raw data for the GaAs(100)-c(4x4) system for different slab 
thicknesses. The thinner slab (the one used for most of the calculations in 
this study) consisted of a terminating GaAs(001)-c(2x2) reconstruction, four 
“bulk” layers, and a dimer layer of As. The thicker slab had eight “bulk” 
layers. This data was calculated using F point sampling of the Brillouin zone 
and a plane wave cutoff of 3.5 Hartrees (7 Rydbergs). The first column is the 
adatom position label (see figure 4.1 to find the x-y positions in the unit cell 
to which these labels refer). The second column is the total energy calculated 
using the thin slab. The second column is the total energy calculated using the 
thick slab. The final column is the difference 5a(4/ayer, Slayer) of the energies 
between the thin slab and thick slab calculations (see the beginning of this ap
pendix for an explanation of the notation). The “difference of the differences” 

Slayer) =  (<5a=29(4fayer,8/ayer)-^j_3o(4/ayer,S/aj/er) is 
just 0.00015 Hartrees =  4.08 meV, indicating convergence has been reached.
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